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Motivation - the LHC
• The LHC is the most powerful accelerator ever, with unique sensitivity 
to Higgs sector and physics within and beyond the Standard Model.

• It is also (predominantly) a proton-proton collider       sensitive probe 
of proton structure. What do we know about the structure of the proton 
and what can the LHC tell us? 

• As we will see - the Drell-Yan process plays a special role in our 
understanding of the proton, from the early parton model to the high 
precision LHC.
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Proton Structure and Parton Distribution 
Functions
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Parton Distribution FunctionsInitial state: Parton Distributions
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Distribution of energy that quarks and gluons carry  inside proton quantified by Parton Distributions

x: Fraction of the proton’s momentum

Q: Energy of the quark/gluon collision
Inverse of the resolution length

PDFs determined by non-perturbative QCD dynamics 
Extract from experimental data within a global analysis

g(x,Q): Probability of finding a gluon inside 
a proton, carrying a fraction x of the proton 
momentum, when probed with energy Q

Juan Rojo                                                                                                               ICFA 2017 Seminar, Ottawa, 07/11/2017
Extract PDFs from lepton-proton collisions Use PDFs to predict proton-proton cross-sections 

• First measurements of proton (sub)structure from Deep Inelastic 
Scattering (DIS) of lepton off a proton.

• Understood in parton model - cross section given in terms of:

‣ Parton-level cross section for lepton to scatter off quasi-free 
parton within proton. Calculate using pQCD.

‣ Parton Distribution Function (PDF) - at lowest order, probability 
to find parton (              ) in proton. Cannot (currently) calculate 
from first principles.

�

lp ⇠ �

lq(Q2)⌦ q(x,Q2)

      -  proton longitudinal momentum fraction.

      - photon virtuality ~ resolution scale.

x

Q

q, q, g...

f(x)⌦ g(x) ⇠
Z

dyf(x)g(x/y) ,4



Deep Inelastic Scattering
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OBSERVED BEHAVIOR OF HIGHLY INELASTIC ELECTRON-PROTON SCATTERING
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Results of electron-proton inelastic scattering at 6' and 10' are discussed, and values
of the structure function ~2 are estimated. If the interaction is dominated by transverse
virtual photons, vW2 can be expressed as a function of v = 2M v/q within experimental
errors for q2 & 1 (GeV/c)2 and &u &4, where v is the invariant energy transfer and q2 is
the invariant momentum transfer of the electron. Various theoretical models and sum
rules are briefly discussed.

In a previous Letter, ' we have reported experi-
mental results from a Stanford Linear Accelera-
tor Center-Massachusetts Institute of Technol-
ogy study of high-energy inelastic electron-pro-
ton scattering. Measurements of inelastic spec-
tra, in which only the scattered electrons were
detected, were made at scattering angles of 6'
and 10' and with incident energies between 7 and
17 GeV. In this communication, we discuss some
of the salient features of inelastic spectra in the
deep continuum region.
One of the interesting features of the measure-

ments is the weak momentum-transfer depen-
dence of the inelastic cross sections for excita-
tions well beyond the resonance region. This
weak dependence is illustrated in Fig. 1. Here
we have plotted the differential cross section di-
vided by the Mott cross section, (d'a/dQdE')/
(do d/Q) M«, as a function of the square of the
four-momentum transfer, q'= 2EE'(1-cos0), for
constant values of the invariant mass of the re-
coiling target system, W, where W'= 2M(E E')-
+M' -q'. E is the energy of the incident electron,
E' is the energy of the final electron, and 0 is
the scattering angle, all defined in the labora-
tory system; M is the mass of the proton. The
cross section is divided by the Mott cross sec-
tion

(
dG e' cos'p(9
d Mott 4E Sin 2

in order to remove the major part of the well-
known four -momentum transfer dependence aris-
ing from the photon propagator. Results from
both 6' and 10' are included in the figure for each
value of W. As S'increases, the q' dependence
appears to decrease. The striking difference
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FIG. 1. (d o/dQdE')/oM «, in GeV, vs q for W
=2, 3, and 3.5 GeV. The lines drawn through the data
are meant to guide the eye. Also shown is the cross
section for elastic &-p scattering divided by OM«„
(do/dD)/oMo«, calculated for t) = 10', using the dipole
form factor. The relatively slow variation with q2 of
the inelastic cross section compared with the elastic
cross section is clearly shown.

between the behavior of the inelastic and elastic
cross sections is also illustrated in Fig. 1, where
the elastic cross section, divided by the Mott
cross section for L9 = 10', is included. The q' de-
pendence of the deep continuum is also consider-

• DIS data now taken over many decades:

‣ Pioneering measurement at SLAC - established parton model.
‣ State-of-the-art: combined data from both runs/experiments at HERA      
collider. High precision data      extract PDFs.
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Figure 4: The combined HERA data for the inclusive NC e+p reduced cross sections as a
function of Q2 for six selected values of xBj compared to the individual H1 and ZEUS data. The
individual measurements are displaced horizontally for better visibility. Error bars represent the
total uncertainties. The two labelled entries at xBj = 0.008 and 0.08 come from data which were
taken at

√
s = 300GeV and y < 0.35 and were translated to

√
s = 318GeV, see Section 4.1.
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Figure 23: The parton distribution functions xuv, xdv, xS = 2x(Ū+ D̄) and xg of HERAPDF2.0
NNLO at µ2f = 10GeV

2. The gluon and sea distributions are scaled down by a factor 20. The
experimental, model and parameterisation uncertainties are shown. The dotted lines represent
HERAPDF2.0AG NNLO with the alternative gluon parameterisation, see Section 6.8.
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• However DIS alone is incomplete probe. Flavour decomposition, 
gluon at high    …x

ep

)
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Initial state: Parton Distributions

6

Distribution of energy that quarks and gluons carry  inside proton quantified by Parton Distributions

x: Fraction of the proton’s momentum

Q: Energy of the quark/gluon collision
Inverse of the resolution length

PDFs determined by non-perturbative QCD dynamics 
Extract from experimental data within a global analysis

g(x,Q): Probability of finding a gluon inside 
a proton, carrying a fraction x of the proton 
momentum, when probed with energy Q

Juan Rojo                                                                                                               ICFA 2017 Seminar, Ottawa, 07/11/2017
Extract PDFs from lepton-proton collisions Use PDFs to predict proton-proton cross-sections 

Beyond DIS

Factorization ) qDIS(x,Q
2
) ⌘ qDY (x,Q

2
)

• Can apply PDF factorization to hadron-hadron collisions.

• First to be considered: lepton pair production - Drell-Yan (DY).

! Fit the PDFs to well understood datasets (DIS, DY…) to make 
predictions for less well understood.

• Approach generic: apply to range of processes, both SM (DY, jets,    …) 
and BSM (new resonances, SUSY, Higgs…)
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Global fits
• For LHC (and elsewhere) aim to constrain PDFs to high precision for 
all flavours (            …) over a wide     region.
• Perform global PDF fits to wide range of data (DIS, fixed nuclear 
targets with       beams, hadron collider data - jets,               …).
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Figure 1: MMHT2014 NNLO PDFs at Q2 = 10 GeV2 and Q2 = 104 GeV2, with associated 68%
confidence-level uncertainty bands. The corresponding plot of NLO PDFs is shown in Fig. 20.

distributions.

The outline of the paper is as follows. In Section 2 we describe the improvements that

we have in our theoretical procedures since the MSTW2008 analysis [1] was performed. In

particular, we discuss the parameterisation of the input PDFs, as well as the improved treat-

ments (i) of the deuteron and nuclear corrections, (ii) of the heavy flavour PDFs, (iii) of the

experimental errors of the data, and, (iv) in fitting the neutrino-produced dimuon data. In

Section 3 we discuss the non-LHC data which have been added since the MSTW2008 analysis,

while Section 4 describes the LHC data that are now included in the fit. The latter Section

concentrates on the description of W and Z production data, together with a discussion of the

inclusion of LHC jet production data.

The results of the global analysis can be found in Section 5. This section starts with a

discussion of the treatment of the QCD coupling, and of whether or not to include ↵S(M2
Z)

as a free parameter. We then present the LO, NLO and NNLO PDFs and their uncertainties,

together with the values of the input parameters. These sets of PDFs are the end products of

the analysis – the grids and interpolation code for the PDFs can be found at [12] and will be

available at [13] and a new HepForge [14] project site is foreseen. An example is given in Fig.

1 which shows the NNLO PDFs at scales of Q2 = 10 GeV2 and Q2 = 104 GeV2, including the

associated one-sigma (68%) confidence-level uncertainty bands.

Section 5 also contains a comparison of the NLO and NNLO PDFs with those of MSTW2008

[1]. The quality of the fit to the data at LO is far worse than that at NLO and NNLO, and

is included only for completeness. In Section 6 we make predictions for various benchmark

processes at the LHC, and in Section 7 we discuss other data sets that are becoming available

3

W, Z, ttl, ⌫

• Three major global fitters - CT, MMHT, NNPDF. Vary in fitting 
approach, data included, error evaluation…

Data set LO NLO NNLO
BCDMS µp F2 [125] 162 / 153 176 / 163 173 / 163
BCDMS µd F2 [19] 140 / 142 143 / 151 143 / 151
NMC µp F2 [20] 141 / 115 132 / 123 123 / 123
NMC µd F2 [20] 134 / 115 115 / 123 108 / 123
NMC µn/µp [21] 122 / 137 131 / 148 127 / 148
E665 µp F2 [22] 59 / 53 60 / 53 65 / 53
E665 µd F2 [22] 52 / 53 52 / 53 60 / 53
SLAC ep F2 [23, 24] 21 / 18 31 / 37 31 / 37
SLAC ed F2 [23, 24] 13 / 18 30 / 38 26 / 38
NMC/BCDMS/SLAC/HERA FL [20, 125, 24, 63, 64, 65] 113 / 53 68 / 57 63 / 57
E866/NuSea pp DY [88] 229 / 184 221 / 184 227 / 184
E866/NuSea pd/pp DY [89] 29 / 15 11 / 15 11 / 15
NuTeV ⌫N F2 [29] 35 / 49 39 / 53 38 / 53
CHORUS ⌫N F2 [30] 25 / 37 26 / 42 28 / 42
NuTeV ⌫N xF3 [29] 49 / 42 37 / 42 31 / 42
CHORUS ⌫N xF3 [30] 35 / 28 22 / 28 19 / 28
CCFR ⌫N ! µµX [31] 65 / 86 71 / 86 76 / 86
NuTeV ⌫N ! µµX [31] 53 / 40 38 / 40 43 / 40
HERA e

+
p NC 820 GeV[61] 125 / 78 93 / 78 89 / 78

HERA e

+
p NC 920 GeV[61] 479 /330 402 /330 373/ 330

HERA e

�
p NC 920 GeV [61] 158/ 145 129/ 145 125 /145

HERA e

+
p CC [61] 41 / 34 34 / 34 32 / 34

HERA e

�
p CC [61] 29 / 34 23 / 34 21 / 34

HERA ep F

charm
2 [62] 105 /52 72 / 52 82 / 52

H1 99–00 e

+
p incl. jets [126] 77 / 24 14 / 24 —

ZEUS incl. jets [127, 128] 140/60 45 / 60 —
DØ II pp̄ incl. jets [119] 125 / 110 116 / 110 119 / 110
CDF II pp̄ incl. jets [118] 78 / 76 63 / 76 59 / 76
CDF II W asym. [66] 55 / 13 32 / 13 30 / 13
DØ II W ! ⌫e asym. [67] 47 / 12 28 / 12 27 / 12
DØ II W ! ⌫µ asym. [68] 16 / 10 19 / 10 21 / 10
DØ II Z rap. [90] 34 / 28 16 / 28 16 / 28
CDF II Z rap. [70] 95 / 28 36 / 28 40 / 28

ATLAS W

+
,W

�
, Z [10] 94/30 38/30 39/30

CMS W asymm pT > 35 GeV [9] 10/11 7/11 9/11
CMS asymm pT > 25 GeV, 30 GeV[77] 7/24 8/24 10/24
LHCb Z ! e

+
e

�[79] 76/9 13/9 20/9
LHCb W asymm pT > 20 GeV[78] 27/10 12/10 16/10
CMS Z ! e

+
e

� [84] 46/35 19/35 22/35
ATLAS high-mass Drell-Yan [83] 42/13 21/13 17/13
CMS double di↵. Drell-Yan [86] — 372/132 149/132
Tevatron, ATLAS, CMS �tt̄ [91]–[97] 53/13 7/13 8/13
ATLAS jets (2.76 TeV+7 TeV)[108, 107] 162/116 106/116 —
CMS jets (7 TeV) [106] 150/133 138/133 —
All data sets 3706 / 2763 3267 / 2996 2717 / 2663

Table 5: The values of �2/Npts. for the data sets included in the global fit. For the NuTeV
⌫N ! µµX data, the number of degrees of freedom is quoted instead of Npts. since smearing
e↵ects mean nearby points are highly correlated. The details of corrections to data, kinematic cuts
applied and definitions of �2 are contained in the text.
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�2/dof ⇠ 1

Non-trivial 
check of QCD.

)

LHL et al., Eur. Phys. J. C75 (2015) no.5 204
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Precise PDFs for the LHC
• Ultimate reach of LHC limited by knowledge of PDFs.

• High mass searches - PDFs in high       
region (currently constraints poor)

Juan Rojo                                                                                                                HEP Seminar, VUB, 10/11/2017

Why precision PDFs?

9

Ultimate accuracy of LHC calculations limited by knowledge of proton structure

heavy SUSY particle production Higgs couplings

W mass determination

[HL-LHC forecast]

P
D

F errors

spread  betw
een P

D
F sets

W mass perspectives at the HL-LHC

05/09/2017 A.Savin, UW
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Improvements in PDF uncertainties,
combination of ATLAS/CMS and LHCb

ATLAS Higgs Physics Prospects at the High Luminosity LHC Paul Glaysher

estimates. The expected precision at which the SM nature of the couplings can be probed with
3000 fb�1 is in the 2 - 15 % range depending on the decay channel.

Figure 1: Relative signal strength errors Dµ/µ in units of SM expectation, taken from Ref. [11],
for 300 and 3000 fb�1. The hashed areas indicate current theory uncertainty.

3. Higgs Self-Coupling

An exciting goal of the HL-LHC is observing di-Higgs boson production, which is sensitive
to the Higgs self-coupling. Measuring the self-coupling, l , will provide the strongest test of as-
sessing the SM nature of the Higgs boson. The expected NNLO cross section is 41 fb for

p
s = 14

TeV [12]. For this challenging measurement, the most promising signatures come from the final
states HH ! bb̄gg with only 320 expected events for 3000 fb�1 but an experimentally clean sig-
nature and HH ! WWgg with 30,000 expected events but subject to large backgrounds. Further,
the bb̄bb̄ and bb̄t+t� final states are also of interest [13]. Results for HH! bb̄gg are shown in
Figure 2a. A strong seperation of signal and background is achieved through angular and mass
cuts. In the case of the HH! bb̄gg channel alone, 8.4 signal and 47 background events are se-
lected, assuming a SM coupling lSM. As shown in Figure 2b, just HH! bb̄gg will not be sensitive
at the 5 s discovery level to lSM, but will be able to rule out large deviations from the SM, namely
�1.3 < l/lSM < 8.7. A combination of all available channels from both ATLAS and CMS exper-
iments is likely to be sensitive at the 5 s discovery level to SM Higgs self-coupling by the end of
the HL-LHC run.

3

• Higgs couplings      
need to model SM 
production precisely.

• Precision SM measurements - PDFs dominant 
uncertainty for e.g.      mass.W

!
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Figure 71: Comparison of PDF luminosities in the large invariant mass MX region between MMHT14, ABMP16, CT14
and NNPDF3.1. From left to right and from top to bottom we show the results of the gluon–gluon, gluon–quark,
quark–anti–quark and quark–quark luminosities, normalized to the central value of MMHT14. In this comparison,
NNLO PDFs with ↵s(mZ) = 0.118 sets are used.

and gluons. As discussed in Sect. 6, PDF uncertainties are large in this region due to the limited amount of
experimental constraints.

In order to quantify the size of the PDF uncertainties in the large invariant mass region, as well as the
relative agreement between the PDF groups, it is useful to compare the PDF luminosities for MX � 1 TeV.
We will restrict ourselves to ABMP16, CT14, MMHT14 and NNPDF3.1, in all cases using ↵s(mZ) = 0.118.
Results are shown in Fig. 71 for

p
s = 13 TeV normalized to the central value of the MMHT14 calculation.

From the comparison in Fig. 71, we find that PDF uncertainties are small, at the few–percent level, up
to MX ' 5 TeV for the quark–quark luminosities. This is due to the fact that Lqq is dominated by the
rather accurately known up and down quark valence PDFs, which are constrained by measurements of e.g.
fixed–target DIS structure functions.

For the gluon–gluon luminosity, Lgg, we find a rather large spread in the predictions between the dif-
ferent groups, with MMHT14 (ABMP16) leading to the largest (smallest) central values. For instance, at
MX ⇠ 5 TeV, which is close to the upper limit of the kinematic coverage of the LHC, the envelope of the
PDF uncertainty bands spans ⇠ 100%. Even for more moderate invariant masses the spread is quite large,
with the values of Lgg at MX ⇠ 2.5 TeV varying between ⇠ +10% and �30% in comparison to the central
MMHT14 result. It is thus clear that these uncertainties would represent one of the limiting factors for BSM
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Projects firmly established and key parts of CERN’s mid-term planning 
with recent successful cost and schedule review 
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We are hereHiggs

LHC: The Future

• We are at a very early stage in LHC running: so far only a few percent 
of the final projected data sample collected.

! Precision requirements at the LHC rapidly increasing. 
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Precise Theory

9

Theory progress
• Past year has seen an explosion in theory calculations for LHC 
processes at the cutting edge ‘Next-to-Next-to-leading order’ (NNLO) 
in the strong coupling expansion ( ~ sub % level precision).

Image credit: 
Gavin Salam

! Opens up the possibility to include a wide range of processes for 
the first time at this very precise level. I will play active role in 
doing this in MMHT.

•  Past years has seen an explosion in calculations for LHC processes at 
Next-to-Next-to-Leading-Order (NNLO) in the strong couplings (         
level precision).

•  Thus, precision in data and theory at unprecedented level. Provides 
opportunities and challenges for PDF fitters.
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On the basis of a parton model studied earlier we consider the production process of
large-mass lepton pairs from hadron-hadxon inelastic collisions in the limiting region,
s ~, Q /s finite, Q and s being the squared invariant masses of the lepton pair and the
two initial hadrons, xespectively. General scaling properties and connections with deep
inelastic electron scattering are discussed. In particular, a rapidly decreasing cross
section as Q /s 1 is predicted as a consequence of the observed rapid falloff of the in-
elastic scattering structure function vW& near threshold.

Feynman's parton model' for deep-inelastic
weak or electromagnetic processes is an expres-
sion of the impulse approximati. on as applied to
elementary-particle interactions. IQ order to
apply the impulse approximation we demand the
following. %e analyze the bound system —be it a
nucleon or nucleus —in terms of its constitutents,
called "partons. " Nucleons are the "partons"
of the nucleus and the "partons" of a nucleon
itself are still to be deciphered. If we specify
the kinematics so that the partons can be treated
as instantaneously free during the sudden pulse
carrying the large energy transfer from the pro-
jectile (or lepton) then we can neglect their bind-
ing effects duxing the intex'Rction Rnd we CRQ

treat the kinematics of the collision as between
two free particles, the projectile and the parton.
Moreover, if we are in R kinematic regime so
that energy is approximately conserved along
with momentum Rcl oss the lntex'Rctlon vex'tex of
the parton with the weak or electromagnetic
current, the conditions for applying the impulse
approximation are satisfied.
The Bjorken limiting region' satisfies this con-

dition for the deep inelastic electron scattering
from protons as viewed from a certain class of
P—~ ox' infinite-Dlomentum frames. The par-
tons" constituting a proton are strongly bound
together as viewed in the rest fx Rme. However,
if their bound state can be formed primaxily by
momentum components that are limited in mag-
nitude below some fixed maximum —i.e., if there

exists a finite k „—then as viewed in an infinite-
momentum frame these parton states are long-
lived by virtue of the characteristic time dilata-
tion. The del lvatlon of this lntultlvely appealing
picture from R canonical quantum field, modified
by imposing a maximum constraint on k~, has
been discussed as well as its applicability to the
particular class of amplitudes with "good cur-
rents. "3 In particular, the ratio Q /2Mv, where
Q'& 0 is the negative of the square of the invari-
ant momentum transfer and q-I' =Mv, measures
the fraction x —=Q'/2M v of the longitudinal momen-
tum on the parton from which the electron scat-
ters and is a finite fraction 0&x &1 in the Bjorken
limit.
It is easy to show that the ratio x must be finite

in order to apply the impulse approximation.
Otherwise as x approaches very close t:o 0 or 1
we wlTT be fol ced to deRT with vel y slow pRx'toQS
in the I' —~ system, or, as seen in the rest sys-
tem of the proton, with the high-momentum ex-
tremities of the bound-state structure, and for
these t:he impulse approximation breaks down.
The beauty of the electron scattering is that

it allows us to "tune" the mass of the virtual
photon line as we choose to probe finite x. How-
ever when we return to the world of only real
extexnal hadrons, we have no large mass since
Q'-M while 2Mv-s, the total collision energy.
IQ this case x becomes very sma3. 1,' or "wee."
Oul condltlon for applying the impulse Rpprox
imation also fails and the value of the parton con-

•  1970 paper - parton model 
prediction for lepton pair 
production in hadronic collisions.Vox.UMz 25, NUMBER 5 PHYSICAI. RSVrZW I.ZTTKRS 3 AUGUsT 1970

cept is less certain. ~ The impulse approxima-
tion also applies to electron-positron pair annihi-
lation into a specific hadron H plus anything else:
e'+ 8 —8+"anything" in the deep-inelastic
region of large lepton-pair mass squared q' and
large invariant energy transfer v. In an infinite-
momentum frame of the detected hadron, this
process can be described as the creation of an
essentially free parton-antiparton pair and its
subsequent decay into final states.
If we want to find other processes which satisfy

the kinematical constraints allowing application
of the impulse approximation we need look for
interactions at high energies 8 which absorb or
produce a lepton system of huge mass Q' such
that the ratio Q'/s is finite. An observable class
of processes meeting this requirement is produc-
tion of massive lepton pairs in hadron-hadron
collisions, ' vi.z. ,
p+p-(u'v )+" ~

Our remarks apply equally to any colliding pair
such as (pp) (pp) (Fp) (fp) and 'to final leptons
(p'p ), (ee), ()uv), and (ev).
%hat is going on here can be best illustrated in

a center-of-mass frame. If a massive state with
Q'-s emerges from one of the colliding protons
A or J3 as in Fig. 1(a), it is impossible to satisfy
both energy and momentum conservation in the
overall collisi. on and at the same time exchange
only "wee" paxtons between & and &.' Hence this
process wiO not be related directly to the total
nucleon-nucleon cross section' in which, as dis-
cussed by Feynman, it is the "wee" partons with
x-1 GeV//s that cannot tell "right*' from "left'*
in Fig. 1(a) that are responsible for o'z. In con-
trast, the dominant ampbtude in (1) in a model
of the nucleon with a finite momentum 0', „ in
its ground-state structure will be the production

U ™
can not be wee only

Q =x, x, s

FIG. 'i. (a) Production of a massive pair [)) from
one of the hadxons in a high-energy collision. In this
case it is kinematical1y impossible to exchange "wee"
partous only. (b) Production of a massive pair by
PRE%on-RntiPRxton 8,nnll1il Rtlon.

of the massive lepton pair by anni. hilation of an
antiparton-parton pair as illustrated in Fig. 1(b).
Viewed from the center-of-mass frame a hard
(i.e. , non-"wee") parton moving to the right,
say, a,nnihilates on a similar antiparton headed
to the left and the resulting system is very mas-
sive 81nce thell enex'gles add whereas their mo-
menta subtra. ct. It is easy to show that if a pair
of mass. Q' is formed,

Q'=x,x,s, 0&x, ,&1, (2)

where x, , are the fractions of the longitudinal
momenta of their respective hadrons carried by
the a,nnihilating parton pair. Clearly for finite
Q'/s one is here dealing with hard partons and
with the same region of momenta as probed by
deep-inelastic scattering experiments which mea-
sure the parton distribution in x = Q'j'2Mv. In this
px'ocess we a1e measuring over a range of the1r
values as constrained by (2) for fixed Q'/s.
We now turn to a calculation of (1) in the deep-

inelastic region of finite 7 = Q' js with s - ~. The
general expression for the cross section is

4m' 2 1/2 2~2,=( 3 (—, (+, [[s—(M, +M,)*j[s-(M,-M,)']j "*W(Q*,s),
where a spin average is understood and

w(Q', s) = 16m'E-,E-,f(dq)&(q'-Q') j(dx)e "*&a,s,['"&IZ„(x)z"(0)IJ,P,'"')
I«'E,E,f(d-q)~(q' q')Z. (2~)'&-'(&, +p;q J'„) ~&, P,""'-I~„l n&)I~"IJ',P,""').

In (4) E~~ P~, M) and E2, P2~M2 are the energies~ momenta~ and masses of the two initial hadrons and Pl
is the muon ma, ss. Since we will directly imitate the steps in our preceding analyses of deep inelastic
processes, ' we first define a true infinite-momentum frame by boosting from the collision center-of-
mass frame by a velocity P/(1-P')'" = 2P/v s in a direction orthogonal to the collision axis. The four-
vector momenta of the two incident colliding hadrons are then, for s»M',

(5)
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FIG. 2. do/dQ computed from Eq. (10) assuming
identical parton and antiparton momentum distributions
and with relative normalization.

where we have rewritten the invariant structure
functions in terms of momentum fraction x.
4vo, '/3Q2 is just the total cross section for ee
annihilation into (point) muon pairs in the relativ-
istic limit.
Equation (10) is the central result of this Let-

ter and is a formal expression of our earlier dis-
cussion. We conclude with several remarks
about general features of this result.
(1) The observed' rapid decrease of the inelas-

tic structure functions F,(x) = vW, as x —1 leads
in (2) and (10) to a prediction of a very rapid fall-
off in F(T) with increasing r = Q'/s. If we as-
sume that the parton and antiparton have identi-
cal momentum distributions in the proton and
this is common for all parton types X, we can
compute do/d Q' directly from measured F,(x),
finding a very rapid falloff in the cross section
as shown in Fig. 2, even though the model con-
sists of pointlike constituents. This is in quali-
tative accord with preliminary experimental find-
ings. However, a quantitative comparison with
data requires a more detailed discussion about
the kinematic cuts in momenta and angles of the
leptons involved in the experimental measure-
ments. This will be done in a forthcoming paper.
(2) The angular distribution of the vector q —=p+
+p, the total momentum of the muon pair, is
peaked along the incident nucleon's direction in
the lab system. This follows from the observa-
tion that q. P, = (x,P, +x,P,) P, =-,x,s is an invari-
ant and in terms of laboratory variables q Py

—=E,q'(I-cos8), with M,F, =——,s, so that 1-cos8
—O(1/q').
(3) The virtual photon will be predominantly

transversely polarized if it is formed by annihi-
lation of spin-& parton-antiparton pairs. This
means a distribution in the di-muon rest system
varying as (1+cos'8) rather than sin'8 as found
in Sakurai's" vector-dominance model, where 8
is the angle of the muon with respect to the time-
like photon momentum. The model used in Fig.
2 assumed identical parton-antiparton distribu-
tions and hence the spin-~ partons play the pre-
dominant role as in the scattering experiments. '
(4) The full range of processes of the type (1)

with incident@, P, m, K, y, etc., affords the in-
teresting possibility of comparing their parton
and antiparton structures. (In particular no rela-
tion between the parton and antiparton spectra
need be assumed, as we did in Fig. 2, for an ini-
tial pp state. ) Not only are the variations impor-
tant but so are the cross-section magnitudes as
measures of effective X's.
(5) The factoring in (7) is possible only because

"wee" parton exchanges are absent in our model
for processes with hard partons to which an im-
pulse approximation applies. This would not be
the case if our theoretical model were enlarged
to include a "wee*' region of prominence (per-
haps due to neutral vector exchanges). Presum-
ably such quanta are needed to generate Feyn-
man's spectrum' of "wee" or infrared quanta, dx/
x for explaining real hadron cross sections. "
Since the impulse condition does not apply in
these interactions we cannot compute purely had-
ronic processes by our techniques as in (6).
However we can ask what implications there will
be for our results for massive lepton-pair pro-
duction if such "wee" quanta are introduced and
modify (7) by initial-state interactions.
For example, suppose we include the "wee"

parton exchanges between the two systems A
and B before or after the parton-antiparton an-
nihilation takes place. Precisely because the
transferred momenta are "wee, " these interac-
tions can change the invariant mass of individ-
ual groups A and B in Fig. 1 only by a finite
amount and the fractions of their longitudinal mo-
menta by order of 1 GeV/0 s. These corrections
therefore do not affect our arguments leading to
(6) which in turn implies (2) and the general scal-
ing (9). Therefore although the invariant func-
tion F(T) will be modified from (9) by the "wee"
exchanges, the general scaling property will not
be affected. Based on this observation we would
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On the basis of a parton model studied earlier we consider the production process of
large-mass lepton pairs from hadron-hadxon inelastic collisions in the limiting region,
s ~, Q /s finite, Q and s being the squared invariant masses of the lepton pair and the
two initial hadrons, xespectively. General scaling properties and connections with deep
inelastic electron scattering are discussed. In particular, a rapidly decreasing cross
section as Q /s 1 is predicted as a consequence of the observed rapid falloff of the in-
elastic scattering structure function vW& near threshold.

Feynman's parton model' for deep-inelastic
weak or electromagnetic processes is an expres-
sion of the impulse approximati. on as applied to
elementary-particle interactions. IQ order to
apply the impulse approximation we demand the
following. %e analyze the bound system —be it a
nucleon or nucleus —in terms of its constitutents,
called "partons. " Nucleons are the "partons"
of the nucleus and the "partons" of a nucleon
itself are still to be deciphered. If we specify
the kinematics so that the partons can be treated
as instantaneously free during the sudden pulse
carrying the large energy transfer from the pro-
jectile (or lepton) then we can neglect their bind-
ing effects duxing the intex'Rction Rnd we CRQ

treat the kinematics of the collision as between
two free particles, the projectile and the parton.
Moreover, if we are in R kinematic regime so
that energy is approximately conserved along
with momentum Rcl oss the lntex'Rctlon vex'tex of
the parton with the weak or electromagnetic
current, the conditions for applying the impulse
approximation are satisfied.
The Bjorken limiting region' satisfies this con-

dition for the deep inelastic electron scattering
from protons as viewed from a certain class of
P—~ ox' infinite-Dlomentum frames. The par-
tons" constituting a proton are strongly bound
together as viewed in the rest fx Rme. However,
if their bound state can be formed primaxily by
momentum components that are limited in mag-
nitude below some fixed maximum —i.e., if there

exists a finite k „—then as viewed in an infinite-
momentum frame these parton states are long-
lived by virtue of the characteristic time dilata-
tion. The del lvatlon of this lntultlvely appealing
picture from R canonical quantum field, modified
by imposing a maximum constraint on k~, has
been discussed as well as its applicability to the
particular class of amplitudes with "good cur-
rents. "3 In particular, the ratio Q /2Mv, where
Q'& 0 is the negative of the square of the invari-
ant momentum transfer and q-I' =Mv, measures
the fraction x —=Q'/2M v of the longitudinal momen-
tum on the parton from which the electron scat-
ters and is a finite fraction 0&x &1 in the Bjorken
limit.
It is easy to show that the ratio x must be finite

in order to apply the impulse approximation.
Otherwise as x approaches very close t:o 0 or 1
we wlTT be fol ced to deRT with vel y slow pRx'toQS
in the I' —~ system, or, as seen in the rest sys-
tem of the proton, with the high-momentum ex-
tremities of the bound-state structure, and for
these t:he impulse approximation breaks down.
The beauty of the electron scattering is that

it allows us to "tune" the mass of the virtual
photon line as we choose to probe finite x. How-
ever when we return to the world of only real
extexnal hadrons, we have no large mass since
Q'-M while 2Mv-s, the total collision energy.
IQ this case x becomes very sma3. 1,' or "wee."
Oul condltlon for applying the impulse Rpprox
imation also fails and the value of the parton con-
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We can now let P- ~ for large but finite s: P»fs»M. The energy in the collision is represented by
a transverse momentum mismatch of the colliding hadrons. For a parton, or a baryon or meson quan-
tum in our field-theory model, to be exchanged between them without introducing an asymptotically
large momentum transverse to either of the two hadron lines, the parton momentum is restricted to a
fraction -M/Es along the P axis and to a finite value -M orthogonal to it. This constraint corresponds
to the "wee" parton condition in the center-of-mass frame of the colliding hadrons. In the P- ~ frame
(5) this constraint satisfies the condition of finite transverse momentum imposed on our field-theory
model.
In this frame' we can repeat steps developed in earlier work of undressing the current operator by

the U matrix: J„(0)=U j„(0)Uwhere j„(0) is the current operator expressed in terms of free fields.
Furthermore the energy differences between the eigenstate ~P,P,~'" ) and the components of U~P,P, '"~)
can be ignored in the limit s- ~ for Q js finite; the same is true for ~n) and U(n). This is so because
the invariant mass of the individual system of particles moving along P, and P„respectively, in (5),
or to the right and left in the center-of-mass frame, is finite as a result of the transverse momentum
cutoff imposed. This mass is thus negligible compared with the invariant mass ~Es appearing in (5).
In other words the impulse approximation is good and energy as well as momentum is conserved across
the electromagnetic current vertex in (4). This leads to the simplification of (4) in the Bjorken limit
for P-~, s»M', Q'js finite, to

lim &WB= 16& E-~E2f(dq)5(q 0)f(d-x) e ""(U(P P )'"
~ j„(x)j"(0)~U(P P,)'") (6)

and in our model, as described in earlier work, to a factorization of the U matrix:

IU(P,P,)'")= IUP, ) IUP, ).
proceeding in analogy with II, Eqs. (72)-(78), we find for the annihilation of a boson pair (the same re-
sult obtains for a fermion pair with spin averaging)

2

(-)f(dq) 5 (q'-g') f(dx) e ""4p2 I j"(x)j„(o)1kp, ) = (2m)'5(Q'-(k, +0,)'), (u, -0,) „(p,-p, ) t'

where A. is the square of the charge of an individual parton and we have used the high-energy approxi-
mation for the dominant large components of the momenta A, "=x,P, ",0,"=x,P, ". Inserting the identity

1x UP, a ~, .——UI
1

1P26 X2 g
— UP2 j

where the summation over types of partons with charges A, pairs a parton of type a in IUP)) wit»ts
antiparton ~ in ~Up ) and vice versa. By comparison with (78), (79), and (80) of II we see that (8) can
be written as

F(y) =g, (X,) 'f d&u, f dm, 5(m, &u, -l/T)E„(&u, )E2,-'(m, ) (9

in terms of the invariant structure functions E„(~,) =vW, J introduced in the deep-inelastic scatter-
ing analyses [see (78) of Ilj for u;, times the probability of finding parton of type a in the proton (or
hadron A) with a momentum fraction x, = I/u&, . E„-'(&u,) has the same significance for the correspond-
ing antiparton distribution in hadron (B).
The differential cross section (3) now assumes the simple form in the scaling limit

•  Remark in opening paragraph:

! Crucial step along road to deciphering this!
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has a negligible effect on the integrated cross section. 
The contamination of  muons from rr and K decay 

as estimated from the measured mass spectrum of  
like-sign pairs is less than 1% for masses larger than 
4 GeV. 

3.2. The proton-nucleon data. The practical use 
of  the DY mechanism to measure structure functions 
o f  unstable hadrons can be tested directly by  com- 
paring the proton structure function obtained from 
muon-pair production with that from deep inelastic 
lepton scattering (at equal Q2 = _M2).  The large ac- 
ceptance o f  our apparatus allows us to perform such 
a study since the shape of  the x 1 and x 2 distributions 
can be determined independently.  We make the as- 
sumption that  the Buras-Gaemers  parametrization 
[12] can be used bo th  for DIS and DY processes (i.e., 
Q2 < 0 and > 0). 

We have obtained 960 proton-induced dimuon 
events in the continuum above 4.2 GeV useful for a 
DY-type analysis; their mass distribution is shown in 
fig. 1. 

r i r i 

*~ pN data (200 GeV/c) 
\ 

\ ~ \  ~ ~ CDHS par(~metrizati01 
>~ ~ ' \  A \\ --- CDHSx2,2 
(.9 to i0 ~ 
~0 

~ ;  \ \ \  

Z 

I 0 - -  ~\\\ 

I I I I / I  i 
4 6 8 I 0  

Mp. /~  GeV 

Fig. 1. Dimuon mass spectrum for pN events at 200 GeV/c. 
The data are compared to predictions from the DY model 
using the CDHS nucleon structure function. 

Table 1 
Results of the fit to the proton data. 

Parameter NA3 CDHS [ 13] 

a 0.5 ± 0.2 0.51 ± 0.02 
t3 3.2_+0.4 2.8 _+0.1 
<u +d) 0.3 0.34 
#s 9.4 ± 1.0 8.1 _+ 0.7 
A s 0.37 0.27 
(sea) 0.2 0.15 

The structure function of  the nucleon is extracted 
by  fitting the (Xl,  x2)  data sample to expression (1), 
with a Buras-Gaemers  [12] type o f  parametrization 
for the quark distribution functions. For  the valence 
quarks we used: 

up=Au x (l-x) , where fUP(xX)d =2 , 
(3a) 

d p _  d a _ x ) ¢ + 1  fdP(x -- -Aaax (1 where dx = 1 
X " 

The distributions for the sea quarks were taken to be: 

1 (~ +fir) (3b) ~-= d = A s ( 1  - x ) ¢ s  , ~ = ~  

The choice o f  the nonsymmetric  sea distribution 
was suggested b y  the results o f  the CDHS Collabora- 
tion [13] , 3 .  The parameters left free in the fit were 
a,  fl and fls since the valence functions (3a) were nor- 
malized to the respective number o f  quarks in the  
nucleon, while A s is determined by  fixing the total  
momentum fraction carried by  valence and sea quarks 
to 50%. 

The results o f  the fit are shown in table I ,  and are 
compared with the values of  the parameters obtained 
by  the CDHS fit at Q2 = - 2 0  GeV 2 [13]. This is the 
first determinat ion of  the valence nucleon structure 
function using high-mass muon pairs produced in 
hadron collisions. There is good agreement between 
the DY and the DIS determination of  the nucleon 
structure function. This can also be seen from fig. 2, 
where we show the projection onto the x 1 axis of  our 

,3 Since we need parametrizations of u and d separately and 
CDHS gives a parametrization of u + d, we determine a 
and fl assuming a u = C~d, #d = flu + 1 and the equality of 
second and third moments: Mu+d(2 ) = Mu(2 ) +Md(2), 
Mu+d(3 ) = Mu(3 ) +Md(3). 
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Fig. 4. The factor K(Q 2, y) as a function of y for pp collisions at s = 729 (GeV) 2 and 0 2 = 25 (GeV) 2. Full 
line: Q2 dependent structure functions. Dashed line: Q2 independent structure functions. 

3.1. P R O T O N - P R O T O N  COLLISIONS 

The factor K ( O  2, y) defined in eq. (3.2) is drawn on fig. 4 for s = 729 (GeV) 2 and 
0 2 = 25 (GeV) 2 as a function of y, and one can compare  in fig. 4 the results obtained 
by using scaling and scale-breaking structure functions. It has been shown previously 
[8, 9] that the K-factor ,  integrated over  y, is approximately equal to two. The most 
interesting feature of our results is that K ( O  2, y) is y- independent  within a very good 
approximation for scale-breaking structure functions, but that it decreases rather  
rapidly with y for the scaling structure functions. This is a first illustration of the 
sensitivity of this type of calculation on the shape of the structure functions. 

Our  results show that, contrarily to widespread opinion, the dominant  term of the 
Q C D  correction is not always the term proport ional  to the Dre l l -Yan cross section, 
but that non-factorizing terms can also play an important  role. The approximate  
factorization which one can see in fig. 4 with O2-dependent  structure functions is 
then a consequence of their peculiar shape. 

A still more  detailed information is provided by the K(xl,  x2) factor presented in 
table 1 for scaling and scale-breaking structure functions. The range of dilepton 
masses which is useful for a comparison with experiment  is 

10 (GeV) 2 <~ Q2 <~ 110 (GeV) 2 . (3.4) 

The lower limit corresponds roughly to the ~b-mass, and the upper  limit is set by the 
statistics available experimentally.  

In the case of scaling structure functions we find that the average value/~  of K and 
the standard deviation o- in the range (3.4) are given by 

g = 1.59, cr = 0 .23,  (3.5) 

•  First data (      fixed target) overshot parton model 
predictions by a factor of       . What was missing?

•  The data were compared to the LO 
theory prediction - by late 70s full 
NLO corrections were known.

•  Corrections found to be sizeable,      
resolving apparent discrepancy.

! First indication of importance of 
precise theory.
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is, of course, very difficult to compute even the next term, and the only hope is to try 
to guess some kind of exponentiation of the leading corrections [18]. 

The paper is organized as follows: in sect. 2 we give the theoretical results for 
d t r /dO 2 dy and the average transverse momentum squared (q2)OCD. In sect. 3 we 
discuss the numerical results, first in the case of pp collisions, and then in that of ~r-p 
collisions. Appendix A is devoted to the theoretical derivation of d t r /dQ 2 dy;  we 
give in appendix B some results from deep inelastic scattering which we need for the 
calculation, and in appendix C we show how to perform the integration over y. 
Finally in appendix D we give the results for do-/dQ 2 dxF. 

2. Cross-section formulae 

In this section we briefly describe our model and explain the methods we use to 
eliminate mass singularities which are known to occur in the calculation of the 
first-order corrections to the Drel l -Yan model of lepton pair production. Then we 
give the results obtained for the differential cross section d t r /dO 2 dy, where O 2 and y 
are the mass squared and the rapidity of the lepton pair, coming from the graphs of 
first order in the strong coupling constant as. The derivation of these cross sections is 
described in appendix A. 

First-order corrections to the Drel l -Yan model of lepton pair production (fig. 1) 
come from the annihilation (A) graphs of fig. 2 (virtual gluon graph (2a) and emission 
of real gluons (2b,c), and from the Compton (C) graphs of fig. 3). The differential 
cross section d o ' / d O  z dy is calculated using the cross section d d ' / d O  2 dy of the 
elementary process and the joint distribution O ( t l ,  tz) of quarks and gluons in the 
colliding hadrons. It can be schematically written in the following way: 

do- e I dd'i(tl, t2) O i ( t l ,  t2) .  (2.1) 
dO 2 d y =  dhd t2  dQ 2dy 

Here  tt and tz are the fractions of hadron momenta taken by quarks or gluons. The 
index, i --- DY, A or C labels various processes from figs 1 to 3. For instance in the 
case of the Drel l -Yan process of fig. 1, we have 

do "DY 4~ra 2 
dO 2 dy - 9028 8(tl -x1)  8( t2-x2)  , (2.2) 

Fig. 1. The Drell-Yan process. 
Fig. 2. Annihilation graphs. (a) Vertex correction 

(virtual gluon); (b,c) gluon production. 

pN

⇠ 2

13
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Stirling (MRS) sets of partons, a set MRS(H) was sub-
sequently made available, which was obtained from a
global analysis that incorporated the measurements [1]
of E2 &om the 1992 HERA run. The curve denoted by
H in Fig. 1 is an example of the quality of the fit. The
main feature is that the HERA measurements required a
small-x behavior of the form

0.2

0.1—

0—

I I I
[

I I I I
)

I I I I
t

I I I I

MRS (H

—0.3
&gy &/sea (3) -0.1—

Higher statistics measurements of F2, obtained &om the
1993 HERA run, have just become available in prelimi-
nary form [2,3]. We incorporate these data in our new
global analysis and in Sec. III we discuss the implications
for the small-x behavior of the partons and for /CD dy-
namics. The new HERA data for F2 are in line with the
old (i.e., show the same rise with decreasing z), and in
fact the MRS(H) partons still give an excellent fit in the
HERA small-x region.
The data in Figs. 2 and 3 are, respectively, the mea-

surement of the asymmetry in Drell-Yan production in
pp and pn collisions [4],

-0.2—
I »» I I I I i~l
0.1 0.2 0.3

(A)—

0.4

FIG. 2. Measurement of the asymmetry in Drell-Yan pro-
duction in pp and pn collisions made by the NA51 Collabora-
tion [4) at z = ~v=0.18. The curves obtained from MRS(H)
[10] and CTEQ2M [11] partons predate the measurement.
The MRS(A) curve is obtained kom the global fit, presented
in this paper, which includes the NA51 data point.

~m ~s
DY = 70'~ + Cr~ (4)

and of the asymmetry of the rapidity distributions of the
charged leptons from W+ ~ 1+v decays at Fermilab [5]:

zr(l+) —o(l )
o(l+) +o(l—)

' (5)

A brief description of MRS(H) can be found in Ref. [10].

In (4), o' = d zr/dM dy]„—o, where M and y are the in-
variant mass and rapidity of the produced lepton pair,
while, in (5), zr(l+) = do/dyz are the differential Jzp mW+X + 1+vX cross sections for producing l+ leptons of
rapidity yz. Also shown are the predictions of MRS(H)
and the equivalent set of partons, CTEQ2M, obtained by
the CTEQ Collaboration [11].We see that neither set of
partons gives a satisfactory description of both asymme-
tries. This deficiency of the parton sets is not surprising.
The reason is that the high-precision muon and neutrino
deep-inelastic structure function data, which provide the
core constraints of the global analyses, do not pin down
the combination d —u of parton densities. Indeed, the
Drell-Yan asymmetry experiment was proposed [12] as it
was uniquely equipped to determine just this combina-
tion of densities. The asymmetry data therefore ofFer a
fine-t»ning of the u, d, u, and d parton densities in the re-
gion z 0.1, which is invaluable for the precision studies
of the W boson at Fermilab. To this end we include for
the first time the asymmetry data in the global analysis
(together with the new HERA measurements of F2) and
find a new set of partons, which we denote MRS(A). The
resulting description of the asymmetry measurements is
also shown in Figs. 2 and 3. We discuss this aspect of
the global analysis in Sec. IV.

The outline of the paper is as follows. We first explain,
in Sec. II, the procedure that we follow to determine the
parton densities from a global analysis of the data. We
give details of the new improved MRS(A) parton dis-
tributions, and we compare them with the MRS(H) set.
Sections III and IV consider the impact of the new small-
@ and asymmetry data, respectively. In Sec. V we discuss
the ambiguities in the present knowledge of the gluon. In
Sec. VI we update the predictions for W boson and top
quark production at the Fermilab pp collider, and finally
in Sec. VII we present our conclusions.

0.3

A(yl )
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I ~ e

]
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]
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COF 1992-3 data

-0.1
0

I. . . . I. . . . I

0.5 1.0 1.5 2.0

FIG. 3. Asymmetry A(yz) of the rapidity distributions of
the charged leptons from W+ -+ 1+v decays observed at
Ferroiiab [5] as a function of the lepton rapidity yz. The
curves are the next-to-leading-order descriptions obtained us-
ing MRS(H) [10], CTEQ2M [ll], and the new MRS(A) par-
tons. The MRS(A) analysis, presented in this paper, includes
the data in the global St.

•  The first global PDF fits to include Drell-Yan data appeared 
in 90s (NLO theory).

•  Initially fixed target, but following that the Tevatron as well.
•  Data well fit by NLO theory, placed important constraints 

on proton flavour structure.
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FIG. 9. MRS(A) partons shown as a func-
tion of z at Q = 10 and 10 GeV .

0.5

0
0-4 0-3 10

x
01 1 10' 10 10

X
10

i 0
1

of 0.95. If, however, we were to exclude the x & 0.08
CCFR data; then the normalization factor becomes 0.97
and the description of the remaining neutrino data im-
proves (y =90 for 132 data points as compared to 171
for 160 points).
Heavy nuclear target corrections are applied to the

neutrino data, and deuteron screening corrections are
made to the small-z muon-deuterium data as described
in Ref. [20]. As in the earlier analyses [20,8,10],the WA70
prompt photon datas [24] and the E605 Drell-Yan pro-
duction data [25] are included in the fit. The former
constrain the gluon, and the latter pin down the shape
of the sea quark distributions.
The values of the parameters of the starting distri-

butions [Eqs. (6)] of the new MRS(A) set of partons are
listed in Table II. In addition, the value of the /CD scale
parameter is found to be AMs(ny = 4)=230 MeV, which
corresponds to a, (M&)=0.112s, as was for the MRS(H)
set of partons. The parameter values for this latter set
are also listed in Table Il.s Figure 9 shows the MRS(A)
parton distributions as a function of z for two difFerent
values of Q2. A comparison of the "new" MRS(A) and
"old" MRS(H) parton is shown when we discuss the fit
to the Drell-Yan asymmetry measurement in Sec. IV A,
since the cMerences between the two sets arise mainly
&om introducing this data point into the global analysis.
Finally, we show in Table III how the proton's momen-
tum is shared among the various parton Qavors in the
new MRS(A) set at difFerent q values.

See Sec. V for a discussion of other prompt photon data.
For MRS(H) and previous MRS analyses, we parametrized
z(u„+d ) by the expression that we use here for zu„.Thus
parameters marked with a dagger in Table II correspond to
z(u +d„)and not to zu„.To improve the precision at small
z, we have repeated the MRS(H) analysis, and so the MRS(H)
parameters listed in the table are not precisely the same as
those of Ref. [10].

III. SMALL-a BEHAVIOR

TABLE II. Numerical values of the starting distributions
(6) of the MRS(A) set of partons. For comparison, we also
list the values corresponding to the MRS(H) partons. Note
that A~ is fixed by the momentum sum rule and is therefore
not a free parameter. The parameters marked with a dagger
correspond to z(u„+d„)and not to zu„(seefootnote 3).

Glue

Valence

Sea

7/g

fg
gl
fl2
&u

fts

r!3
7/4

fd
As
gs
~s
ps
A~

MRS(A)
0.775
0.3
5.3
5.2
0.538
3.96
—0.39
5.13
0.330
4.71
5.03
5.56
0.411
9.27
—1.15
15.6
0.099
25.0

MRS(H)
0.777
0.3
5.3
5.2
0.335~
3.90t
4.40~
8.95t
0.224
4.65
44.3
13.2
0.386
9.01
0.11
12.6
0.055

The new measurements of F&" obtained by the ZEUS
[3] and H 1 [2] Collaborations in the low-z regime,
x &0.005, are shown in Figs. 10 and 11. These data
were included in the global analysis and are, in fact, the
only constraint on the parameter A in (6) which controls
the small-z behavior of the sea zS ~ z " (and of the
gluon zg z "). The existing set of partons, MRS(H)
with %=0.3, is found to give an excellent description of
the new data, and so it is not surprising that the new
parametrization MRS(A) has the same value of A. The

J.G. Morfin and W.K. Tung, Z.Phys. C52 (1991) 13-30



Precision Theory
•  Drell-Yan first hadroproduction process computed at NNLO - total 

cross section in early 90s. 
•  Predictions differential in          rapidity presented decade later - first 

of their kind. Corrections convergent, and with           level uncertainty.

d!V

dY Bl
V!

"

2 #V
d2!V→leptons

dM dY !
M!MV

. $6.6%

The narrow-resonance conversion factor "#V/2 numerically
evaluates to 3.919 GeV for the Z boson and 3.327 GeV for
the W. One can further integrate Eq. $6.6% over the rapidity Y
to obtain the theoretical prediction for the ‘‘total cross sec-
tion times branching ratio,’’ !V"Bl

V . Our total cross section
results for the MRST PDFs, for example, agree with results
obtained using the numerical program of Ref. &18', after we
omit b quarks from the initial state &52,53'. &We note that
Eqs. $B.13% and $B.16% in the article in Ref. &18' are missing
a factor of T f! 1

2 , and the ‘‘103’’ at the end of Eq. $B.11%
should have an x multiplying it. Also, the normalization of
the W cross section in Eqs. $A.3% and $A.11% should be a
factor of 2 larger. All these factors are properly included in
the numerical program &18'.' Our program is also capable of
integrating over a range of dilepton-invariant masses, with-
out making the narrow-resonance approximation, and we
shall present one such plot below.
We first present, in Fig. 3, the rapidity distribution for a Z

boson produced on shell at the LHC. The LO, NLO, and
NNLO results have been included. We have equated the
renormalization and factorization scales, and have varied
them in the range MZ/2()(2MZ . At LO the scale varia-
tion is large, ranging from 30% at central rapidities to 25% at
Y*3. This is reduced to *6% at NLO for all rapidities. At
NNLO, the prediction for central rapidities stabilizes dra-
matically; the scale variation is *0.6%. This increases to 1%
at Y*3 and 3% at Y*4. However, it seems that for
Y(3—the rapidity values accessible in LHC experiments—
the residual scale dependence is no longer a significant the-
oretical uncertainty when the NNLO corrections are in-
cluded.
The magnitude of the higher-order corrections exhibits a

pattern similar to that of the scale variation. The NLO cor-
rections significantly increase the LO prediction; the LO re-

sult is increased by 30% at central rapidities and by 15% for
larger rapidity values. They also change the shape of the
distribution, creating a broad peak at central rapidities, as is
visible in Fig. 3. The results stabilize completely at NNLO.
The NNLO corrections decrease the NLO result by only
1%–2% and do not affect the shape of the distribution.
For most of the plots in the paper, in order to estimate the

uncertainties in the NNLO predictions we shall continue to
set )F!)R!) and vary the common scale ) from M /2 to
2M . However, it is useful to consider a broader range of
scale variations, for at least one kinematic configuration. In
Fig. 4 we study dependence on )F and )R in more detail for
the case of on-shell Z boson production at the LHC, at the
precisely central rapidity point Y!0. For each order in per-
turbation theory $LO, NLO, NNLO%, using the MRST PDF
sets we plot three curves, corresponding to $i% common
variation of the renormalization and factorization scales,
)F!)R!) , but over a larger range of ), M /5#)#5M
$solid curves%; $ii% variation of the factorization scale alone,
setting )R!MZ $dashed curves%; $iii% variation of the renor-
malization scale alone, setting )F!MZ $dotted curves%.
Because the LO result is independent of +s()R), the third

curve is trivially constant at LO and the former two LO
curves lie on top of each other. We can see from Fig. 4 that
the tiny NNLO scale variation in Fig. 3 is not peculiar to the
range M /2#)#2M used there. Even extending the range to
M /5#)#5M , for a common variation the bandwidth only
enlarges from 0.5% to 1.2%. Over this same range, holding
)F fixed and varying )R also produces a quite small range of
values, less than 0.5%. The largest variations are found by
holding )R fixed and varying )F . These variations are still
only of order 0.7% over the range M /2#)#2M , but rise to
of order 5% at the ends of the extended range M /5#)
#5M . The latter are fairly extreme scale choices, however.
We believe that the range used in the rest of the paper, )F
!)R!) and M /2#)#2M , provides a good guide to the
perturbative uncertainty remaining from the terms beyond
NNLO.

FIG. 3. $Color online% The center-of-mass
system $c.m.s.% rapidity distribution of an on-
shell Z boson at the LHC. The LO, NLO, and
NNLO results have been included. The bands in-
dicate the variation of the renormalization and
factorization scales in the range MZ/2()
(2MZ .

HIGH-PRECISION QCD AT HADRON COLLIDERS: . . . PHYSICAL REVIEW D 69, 094008 $2004%

094008-17

•  Subsequently implemented in 
range of Monte Carlo 
generators (FEWZ, DYNNLO, 
MATRIX, MCFM).

• Includes full leptonic decay, 
with spin effects       direct 
comparison to data.

W,Z

⇠ 1%

!

•  NNLO now the standard for PDF fitting.
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Precision Data

• Now in the LHC era - dramatic increase 
in availability of precise DY data, from 
multiple experiments, spanning range of 
phase space.

High precision Electroweak

• New high precision 7 TeV ATLAS W, Z analysis.
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I quantitative assessment of agreement of PDFs with data by profiling PDFs in the fit

I best match: CT14 with �2/n.d.f. = 103/61
worst match: NNPDF3.0 with �2/n.d.f. = 147/61

I profiling the PDFs by introducing data provides
constraints on the central values and the uncertainties

I most notable is the shift of the strange sea fraction to
higher values
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*

I a �2 fit is performed to combine the measurements in e and µ
final states (assuming lepton universality)

I small extrapolation to a common e and µ fiducial region for
W ! `⌫, Z ! `` (central) and Z ! ee (fwd) individually
(only for the purpose of plotting, Z ! `` was extrapolated to “full ⌘”)

I excellent agreement found between e and µ final states within
the uncorrelated part of the systematic uncertainty
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• Big impact on PDFs 
expected. In particular 
with larger strangeness 
preferred.

Philip Sommer
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Figure 4: The DY dilepton rapidity distribution ds/d|y| within the detector acceptance, plotted
for different mass ranges, as measured in the combined dilepton channel and as predicted by
NNLO FEWZ 3.1 with CT10 PDF and NNLO NNPDF2.1 PDF calculations. There are six mass
bins between 20 and 1500 GeV, from left to right and from top to bottom. The uncertainty bands
in the theoretical predictions combine the statistical and PDF uncertainties (shaded bands); the
latter contributions are dominant.

eη

 [p
b]

e
η

/d
νe

→
W

σd

200

400

600

800

1000
 = 8 TeVsLHCb, 

)+W (statData CT14
)+W  (totData MMHT14
)−W (statData NNPDF30
)   −W  (totData MSTW08

ABM12
HERA15

 > 20 GeVe
T

p

eη
2 2.5 3 3.5 4Th

eo
ry

/D
at

a

e
η

0.8
1

1.2

eη

0.8
1

1.2

Figure 2: The di↵erential W+ and W� cross-sections in bins of ⌘e. Measurements, represented
as bands, are compared to NNLO predictions with di↵erent parameterisations of the PDFs
(markers are displaced horizontally for presentation). The bottom panel displays the theory
predictions divided by the measured cross-sections.

The W

+ to W

� cross-section ratio is determined to be

R

W

± = 1.390 ± 0.004 ± 0.013 ± 0.002,

where uncertainties are statistical, systematic and due to the LHC beam energy measure-
ment, respectively.

7.3 Cross-sections as a function of electron pseudorapidity

Born level cross-sections as a function of electron pseudorapidity are tabulated in Ap-
pendix A. The di↵erential cross-sections as a function of ⌘

e are also determined and
shown in Fig. 2. Measurements are compared to theoretical predictions calculated with
the Fewz [15, 16] generator at NNLO for the six PDF sets: ABM12 [35], CT14 [36],
HERA1.5 [37], MMHT14 [38], MSTW08 [39], and NNPDF3.0 [40]. Satisfactory agreement
is observed apart from in the far forward region of the W

+ di↵erential measurement,
where the PDF uncertainties are also greatest.

9

! Playing increasingly major role in PDF fits.
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Charting the Progress
• As of today - original Drell + 

Yan paper has 1448 citations.

• Going differential?     

NLO NNLO 
(tot.)

NNLO 
(diff.)

{LHC 
peak! ! Key role of Drell-

Yan in LHC physics.
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What Can Drell-Yan Tell us?
PDF sensitivity

The lowest–order contributions to W and Z/�⇤ production proceed via the following partonic subpro-
cesses:

ud, cs (us, cd)! W+ , (38)
du, sc (su, dc)! W� , (39)

qq! Z/�⇤ , (40)

where we show the Cabibbo suppressed contributions in brackets and where q corresponds to all active quark
flavours. These processes can therefore tell us about the flavour decomposition of the proton, given that
each flavour subprocess carries a di↵erent weight in the total cross section. To examine the dominant PDF
sensitivity we can approximate the CKM matrix as diagonal, and thus ignore the bracketed contributions.
In this case it is informative to consider the ratio of W+ to W� production, di↵erential in the rapidity yW of
the produced boson [107],

R± =
d�(W+)/dyW

d�(W�)/dyW
=

u(x1)d(x2) + c(x1)s(x2) + 1$ 2
d(x1)u(x2) + s(x1)c(x2) + 1$ 2

. (41)

and the corresponding W asymmetry

AW =
d�(W+)/dyW � d�(W�)/dyW

d�(W+)/dyW + d�(W�)/dyW
=

u(x1)d(x2) + c(x1)s(x2) � d(x1)u(x2) � s(x1)c(x2) + 1$ 2
u(x1)d(x2) + c(x1)s(x2) + d(x1)u(x2) + s(x1)c(x2) + 1$ 2

. (42)

We will for simplicity consider the W rapidity, rather than the experimentally observable rapidity of the
charged lepton from the W decay, in what follows. These variables are clearly correlated; we will comment
further on this at the end.

Thus these ratios are in general sensitive to a fairly non–trivial combination of quark and anti–quark
PDFs evaluated at the following values of x:

x1 =
MWp

s
e+yW , x2 =

MWp
s

e�yW . (43)

While these expressions completely define the PDF sensitivity of these observables at LO, it is informative to
consider various kinematic limits, where these expressions simplify and more straightforward approximate
dependences become apparent. Including only the (dominant) u and d contributions, we can in particular
consider the cases of central and forward W production

Central : yW ⇠ 0 x1 ⇠ x2 = x0, u(x1,2) ⇠ d(x1,2) , (44)

Forward : yW & 2, x1 � x2, q(x1) ⇠ qV (x1), u(x2) ⇠ d(x2) , (45)

where x0 = MW/
p

s and q = u, d. At the LHC we have x0 = 0.005 � 0.01, while in the forward region
x2 ⌧ 1, and therefore the d ⇠ u approximation is a very good one. For the case of negative W rapidity we
can of course simply interchange x1 $ x2.

In the central region, applying the simplification of Eq. (44) and dropping the c, s contributions we find

R± ⇠ u(x0)
d(x0)

, (46)

AW ⇠ uV (x0) � dV (x0)
u(x0) + d(x0)

. (47)
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Taken from [302]. (Right) The ratio of the strange quark to the light quark sea, Rs, with di↵erent PDF predictions and the result of
the ATLAS fit to HERA I+II data and the high precision W and Z/�⇤ data shown. Taken from [273].

small pT ⌧ mZ , the fixed–order predictions diverge due to the higher–order logarithms generated by soft
gluon radiation. Here, QCD resummation techniques are needed in order to achieve reliable predictions,
see [305–312]. Such predictions require additional non–perturbative input that cannot be calculated from
first principles [309, 313, 314], and therefore the Z pT distribution cannot be reliably used for the extraction
of the collinear PDFs in this region. Moreover, in this region, the distribution is highly correlated with and
provides no additional sensitivity relative to the inclusive Z boson production cross section.

On the other hand, at large pT � mZ , the fixed–order predictions can also receive large logarithmic con-
tributions due to soft gluon radiation at the partonic threshold of the Z boson and the recoiling jet [315, 316].
It has been shown that those contributions can increase the integrated cross sections with pT > 200 GeV
by ⇠5% compared to the NLO prediction at the LHC [315]. The third region is defined by intermediate
pT ⇠ mZ values, where the standard fixed–order predictions can be trusted. Note that resummed/matched
calculations can also be reliably used in this intermediate pT region, in particular since the e↵ect of the
non-perturbative e↵ects will not be strong enough to a↵ect determination of PDFs, because the resummed
cross section is dominated by the perturbative logs even at pT = 0. Therefore, is in this region that the pT
distribution of Z bosons can provide additional constraints on the PDFs, in particular on the gluon.

PDF sensitivity
At leading order, Z boson production with finite transverse momentum includes the following partonic

subprocesses
qq̄! Zg, gq! Zq, gq̄! Zq̄ . (57)

In the leptonic channel where experimental measurements are the cleanest, the kinematics of the Z boson,
namely the transverse momentum pT and rapidity yZ , can be reconstructed from the momenta of the lepton
pair produced in the Z decay. The momentum fractions of the initial–state partons are given by

x1 =
mTp

s
eyZ +

pTp
s
ey j , x2 =

mTp
s
e�yZ +

pTp
s
e�y j , (58)
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•  Initial-state     combination      proton flavour 
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small pT ⌧ mZ , the fixed–order predictions diverge due to the higher–order logarithms generated by soft
gluon radiation. Here, QCD resummation techniques are needed in order to achieve reliable predictions,
see [305–312]. Such predictions require additional non–perturbative input that cannot be calculated from
first principles [309, 313, 314], and therefore the Z pT distribution cannot be reliably used for the extraction
of the collinear PDFs in this region. Moreover, in this region, the distribution is highly correlated with and
provides no additional sensitivity relative to the inclusive Z boson production cross section.

On the other hand, at large pT � mZ , the fixed–order predictions can also receive large logarithmic con-
tributions due to soft gluon radiation at the partonic threshold of the Z boson and the recoiling jet [315, 316].
It has been shown that those contributions can increase the integrated cross sections with pT > 200 GeV
by ⇠5% compared to the NLO prediction at the LHC [315]. The third region is defined by intermediate
pT ⇠ mZ values, where the standard fixed–order predictions can be trusted. Note that resummed/matched
calculations can also be reliably used in this intermediate pT region, in particular since the e↵ect of the
non-perturbative e↵ects will not be strong enough to a↵ect determination of PDFs, because the resummed
cross section is dominated by the perturbative logs even at pT = 0. Therefore, is in this region that the pT
distribution of Z bosons can provide additional constraints on the PDFs, in particular on the gluon.

PDF sensitivity
At leading order, Z boson production with finite transverse momentum includes the following partonic

subprocesses
qq̄! Zg, gq! Zq, gq̄! Zq̄ . (57)

In the leptonic channel where experimental measurements are the cleanest, the kinematics of the Z boson,
namely the transverse momentum pT and rapidity yZ , can be reconstructed from the momenta of the lepton
pair produced in the Z decay. The momentum fractions of the initial–state partons are given by

x1 =
mTp

s
eyZ +

pTp
s
ey j , x2 =

mTp
s
e�yZ +

pTp
s
e�y j , (58)
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•  Depending on kinematics, sensitive to            and/or        .
•  If data is precise enough, sensitive to least constrained (but small) 

component      sensitive to proton strangeness.

qq )
⇠ q + q
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Precision measurement and interpretation of

inclusive W+
, W�

and Z/�⇤ production cross

sections with the ATLAS detector

The ATLAS Collaboration

High-precision measurements by the ATLAS Collaboration are presented of inclusive W+ !
`+⌫, W� ! `�⌫̄ and Z/�⇤ ! `` (` = e, µ) Drell–Yan production cross sections at the LHC.
The data were collected in proton–proton collisions at

p
s = 7 TeV with an integrated lu-

minosity of 4.6 fb�1. Di↵erential W+ and W� cross sections are measured in a lepton pseu-
dorapidity range |⌘`| < 2.5. Di↵erential Z/�⇤ cross sections are measured as a function of the
absolute dilepton rapidity, for |y``| < 3.6, for three intervals of dilepton mass, m``, extend-
ing from 46 to 150 GeV. The integrated and di↵erential electron- and muon-channel cross
sections are combined and compared to theoretical predictions using recent sets of parton
distribution functions. The data, together with the final inclusive e±p scattering cross-section
data from H1 and ZEUS, are interpreted in a next-to-next-to-leading-order QCD analysis,
and a new set of parton distribution functions, ATLAS-epWZ16, is obtained. The ratio of
strange-to-light sea-quark densities in the proton is determined more accurately than in pre-
vious determinations based on collider data only, and is established to be close to unity in the
sensitivity range of the data. A new measurement of the CKM matrix element |Vcs| is also
provided.

c� 2017 CERN for the benefit of the ATLAS Collaboration.
Reproduction of this article or parts of it is allowed as specified in the CC-BY-4.0 license.
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High precision Electroweak

• New high precision 7 TeV ATLAS W, Z analysis.
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Combination of Measurements
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*

I a �2 fit is performed to combine the measurements in e and µ
final states (assuming lepton universality)

I small extrapolation to a common e and µ fiducial region for
W ! `⌫, Z ! `` (central) and Z ! ee (fwd) individually
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• Big impact on PDFs 
expected. In particular 
with larger strangeness 
preferred.

Philip Sommer

17
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ATLAS data
• Highest ever precision measurement of         production by the ATLAS 

collaboration at the LHC.
• Data uncertainties at the sub-% level. Statistical errors negligible      

completely dominated by systematics.
• Uses 7 TeV dataset taken in 2011. Understanding these systematic errors 

as well as possible has taken many years.

W,Z

20



Impact

• ATLAS data precise enough to have large impact on proton 
strangeness - prefer larger value than global fits (some constraints 
from              DIS).⌫s ! lc

improvement derives from the more precise ATLAS data, which provide the sensitivity to the strange-
quark density through the shape of the Z rapidity distribution in combination with the common, abso-
lute normalization of both the W± and Z/�⇤ cross sections. The model uncertainties are reduced by a
factor of three, mainly because of the better control of the charm-quark mass parameter from the HERA
data [136]. The parameterization uncertainty is determined to be +0.02

�0.10 as compared to +0.10
�0.15 in the former

analysis since the new, more precise data leave less freedom in the parameter choice. The variation to
lower rs is dominated by the variation due to adding the Bs̄ parameter which was not accounted for in
the previous analysis. The result is thus a confirmation and improvement of the previous observation [38]
of an unsuppressed strange-quark density in the proton. As a cross-check, a re-analysis of the 2010 data
with the present theoretical framework was performed, which yields a value of rs consistent with both the
former and the new value.

One may also express the strange-quark fraction with respect to the total light-quark sea, which is the
sum of up and down sea-quark distributions, at the scale Q2 = Q2

0 = 1.9 GeV2 and x = 0.023:

Rs =
s + s̄
ū + d̄

= 1.13 ± 0.05 (exp) ± 0.02 (mod) +0.01
�0.06 (par) . (24)

The new determinations of rs and Rs are illustrated in Figure 31. The measurement is presented with
the experimental and the PDF-fit related uncertainties, where the latter results from adding the model
and parameterization uncertainties in quadrature. The outer band illustrates additional, mostly theoretical
uncertainties which are presented below. The result is compared with recent global fit analyses, ABM12,
MMHT14, CT14 and NNPDF3.0. All of these predict rs and Rs to be significantly lower than unity, with
values between about 0.4 and 0.6. Furthermore, these global fit analyses are seen to exhibit substantially
di↵erent uncertainties in rs and Rs due to exploiting di↵erent data and prescriptions for fit uncertainties.
The new result is in agreement with the previous ATLAS-epWZ12 analysis also shown in Figure 31. It
is also consistent with an earlier analysis by the NNPDF group [63] based on collider data only, which
obtains a value near unity, albeit with large uncertainties. 10

A careful evaluation of the value of rs requires the consideration of a number of additional, mostly theor-
etical uncertainties. These lead to the more complete result for rs

rs = 1.19 ± 0.07 (exp) +0.13
�0.14 (mod + par + thy) . (25)

Here the previously discussed model and parameterization uncertainties are summarized and added to-
gether with further theoretical uncertainties (thy) as follows: i) the uncertainty in ↵S(m2

Z) is taken to be
±0.002 with a very small e↵ect on rs; ii) the electroweak corrections and their application, as described
in Section 6.1, introduce a one percent additional error for rs; iii) the whole analysis was repeated with
predictions obtained with the FEWZ program (version 3.1b2) leading to a value of rs enlarged by +0.10
as compared to the DYNNLO result; iv) finally the variation of the renormalization (µr) and factorization
(µf) scales changes the result by 10% if one varies these by factors of 2 up and 1/2 down (see below for
further details). Table 20 details all uncertainty components of rs and also Rs.

Various further cross-checks are performed in order to assess the reliability of the strange-quark density
measurement.

10 The CT10nnlo PDF set [62] is observed to have a less suppressed strange-quark distribution with Rs = 0.80+0.20
�0.16 and rs =

0.76+0.19
�0.16, which is in slightly better agreement with the data than the newer CT14 PDF set.
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• Strangeness ratio:

sr
0 0.2 0.4 0.6 0.8 1 1.2 1.4

ABM12
NNPDF3.0
MMHT14
CT14
ATLAS-epWZ12

ATLAS-epWZ16
exp uncertainty
exp+mod+par uncertainty
exp+mod+par+thy uncertainty

ATLAS, x=0.0232 = 1.9 GeV2Q

sR
0 0.2 0.4 0.6 0.8 1 1.2 1.4

ABM12
NNPDF3.0
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CT14
ATLAS-epWZ12

ATLAS-epWZ16
exp uncertainty
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exp+mod+par+thy uncertainty

ATLAS, x=0.0232 = 1.9 GeV2Q

Figure 31: Determination of the relative strange-to-down sea quark fractions rs (left) and Rs (right). Bands: Present
result and its uncertainty contributions from experimental data, QCD fit, and theoretical uncertainties, see text;
Closed symbols with horizontal error bars: predictions from di↵erent NNLO PDF sets; Open square: previous
ATLAS result [38]. The ratios are calculated at the initial scale Q2

0 = 1.9 GeV2 and at x = 0.023 corresponding to
the point of largest sensitivity at central rapidity of the ATLAS data.

• To test the sensitivity to assumptions about the low-x behaviour of the light-quark sea, the constraint
on ū = d̄ as x ! 0 is removed by allowing Ad̄ and Bd̄ to vary independently from the respective
Aū and Bū. The resulting ū is compatible with d̄ within uncertainties of ' 8% at x ⇠ 0.001 and Q2

0,
while s + s̄ is found to be unsuppressed with rs = 1.16.

• The ATLAS-epWZ16 PDF set results in a slightly negative central value of xd̄�xū at x ⇠ 0.1, which
with large uncertainties is compatible with zero. This result is about two standard deviations below
the determination from E866 fixed-target Drell–Yan data [137] according to which xd̄ � xū ⇠ 0.04
at x ⇠ 0.1. It has been suggested that the ATLAS parameterization forces a too small xd̄ distribution
if the strange-quark PDF is unsuppressed [135]. However, the E866 observation is made at x ⇠ 0.1,
while the ATLAS W, Z data have the largest constraining power at x ⇠ 0.023. For a cross-check, the
E866 cross-section data was added to the QCD fit with predictions computed at NLO QCD. In this
fit xd̄ � xū is enhanced and nevertheless the strange-quark distribution is found to be unsuppressed
with rs near unity.

• Separate analyses of the electron and muon data give results about one standard deviation above
and below the result using their combination. If the W± and Z-peak data are used without the Z/�⇤
data at lower and higher m``, a value of rs = 1.23 is found with a relative experimental uncertainty
almost the same as in the nominal fit.

• A suppressed strange-quark PDF may be enforced by fixing rs = 0.5 and setting Cs̄ = Cd̄. The total
�2 obtained this way is 1503, which is 182 units higher than the fit allowing these two parameters to
be free. The ATLAS partial �2 increases from 108 units to 226 units for the 61 degrees of freedom.
A particularly large increase is observed for the Z-peak data, where �2/n.d.f. = 53/12 is found for
a fit with suppressed strangeness.

A final estimate of uncertainties is performed with regard to choosing the renormalization and factor-
ization scales in the calculation of the Drell–Yan cross sections. The central fit is performed using the
dilepton and W masses, m`` and mW , as default scale choices. Conventionally both scales are varied by
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• Including in global fits (MMHT) 
higher strangeness:
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Going (Double) Differential

12 10 Results and discussion
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Figure 3: The DY differential cross section as measured in the combined dilepton channel and
as predicted by NNLO FEWZ 3.1 with CT10 PDF calculations, for the full phase space. The data
point abscissas are computed according to Eq. (6) in [60]. The c2 probability characterizing the
consistency of the predicted and measured cross sections is 91% with 41 degrees of freedom,
calculated with total uncertainties while taking into account the correlated errors in the two
channels.

14 10 Results and discussion

 (8 TeV)µµ ee and -119.7 fb

CMS

/d
|y

| [
pb

]
σd

0

1

2

3

4

5

6

20 < m < 30 GeV

Data 
FEWZ, NNLO CT10
FEWZ, NNLO NNPDF2.1

Absolute dilepton rapidity |y|
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 2.2 2.4

Da
ta

/th
eo

ry

0.8
0.9

1
1.1
1.2

 (8 TeV)µµ ee and -119.7 fb

CMS

/d
|y

| [
pb

]
σd

0

2

4

6

8

10

12

14

16

18

20

30 < m < 45 GeV

Data 
FEWZ, NNLO CT10
FEWZ, NNLO NNPDF2.1

Absolute dilepton rapidity |y|
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 2.2 2.4

Da
ta

/th
eo

ry

0.8
0.9

1
1.1
1.2

 (8 TeV)µµ ee and -119.7 fb

CMS

/d
|y

| [
pb

]
σd

0

2

4

6

8

10

12

14

16

18

45 < m < 60 GeV

Data 
FEWZ, NNLO CT10
FEWZ, NNLO NNPDF2.1

Absolute dilepton rapidity |y|
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 2.2 2.4

Da
ta

/th
eo

ry

0.8
0.9

1
1.1
1.2

 (8 TeV)µµ ee and -119.7 fb

CMS

/d
|y

| [
pb

]
σd

0

100

200

300

400

500

600

60 < m < 120 GeV

Data 
FEWZ, NNLO CT10
FEWZ, NNLO NNPDF2.1

Absolute dilepton rapidity |y|
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 2.2 2.4

Da
ta

/th
eo

ry

0.8
0.9

1
1.1
1.2

 (8 TeV)µµ ee and -119.7 fb

CMS

/d
|y

| [
pb

]
σd

0

1

2

3

4

5

6

7

120 < m < 200 GeV

Data 
FEWZ, NNLO CT10
FEWZ, NNLO NNPDF2.1

Absolute dilepton rapidity |y|
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 2.2 2.4

Da
ta

/th
eo

ry

0.8
0.9

1
1.1
1.2

 (8 TeV)µµ ee and -119.7 fb

CMS

/d
|y

| [
pb

]
σd

0

0.2

0.4

0.6

0.8

1

200 < m < 1500 GeV

Data 
FEWZ, NNLO CT10
FEWZ, NNLO NNPDF2.1

Absolute dilepton rapidity |y|
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 2.2 2.4

Da
ta

/th
eo

ry

0.8
0.9

1
1.1
1.2

Figure 4: The DY dilepton rapidity distribution ds/d|y| within the detector acceptance, plotted
for different mass ranges, as measured in the combined dilepton channel and as predicted by
NNLO FEWZ 3.1 with CT10 PDF and NNLO NNPDF2.1 PDF calculations. There are six mass
bins between 20 and 1500 GeV, from left to right and from top to bottom. The uncertainty bands
in the theoretical predictions combine the statistical and PDF uncertainties (shaded bands); the
latter contributions are dominant.

• Parton momentum fractions related to rapidity,     and invariant 
mass,      , of dilepton system,                     .

• CMS Drell-Yan data double differential in             , over wide mass 
region
‣ Low mass                    :       - different        combinations at low/mid    .
‣ High mass                     :         at high    (poorly determined). Some 

sensitivity to `photon-induced’ production               .
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Going Forward
• The LHCb detector - acceptance for pseudorapidities                      .

!  LHCb data on forward Drell-Yan production provides unique LHC 
sensitivity from low to high                      . 
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Figure 2: The di↵erential W+ and W� cross-sections in bins of ⌘e. Measurements, represented
as bands, are compared to NNLO predictions with di↵erent parameterisations of the PDFs
(markers are displaced horizontally for presentation). The bottom panel displays the theory
predictions divided by the measured cross-sections.

The W

+ to W

� cross-section ratio is determined to be

R

W

± = 1.390 ± 0.004 ± 0.013 ± 0.002,

where uncertainties are statistical, systematic and due to the LHC beam energy measure-
ment, respectively.

7.3 Cross-sections as a function of electron pseudorapidity

Born level cross-sections as a function of electron pseudorapidity are tabulated in Ap-
pendix A. The di↵erential cross-sections as a function of ⌘

e are also determined and
shown in Fig. 2. Measurements are compared to theoretical predictions calculated with
the Fewz [15, 16] generator at NNLO for the six PDF sets: ABM12 [35], CT14 [36],
HERA1.5 [37], MMHT14 [38], MSTW08 [39], and NNPDF3.0 [40]. Satisfactory agreement
is observed apart from in the far forward region of the W

+ di↵erential measurement,
where the PDF uncertainties are also greatest.
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Figure 3: Measured cross-section for Z ! e+e� shown as the shaded band, with the inner
(orange) band indicating the statistical error and the outer (yellow) band the total uncertainty.
For comparison, the NNLO predictions of Fewz are shown using five di↵erent sets of PDFs.
The uncertainties on these predictions include the PDF uncertainties and the variation of the
factorisation and normalisation scales, as well as the errors arising from numerical integration.
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χc CEP (2)

• Recent LHCb data: select
‘exclusive’ χc → J/ψγ events by
vetoing on additional activity in
given η range, and applying
subtractions for remaining
inclusive background.

• LHCb see2:
σ(pp→pp(µ+µ−+γ))

Br(J/ψ→µ+µ−)Br(χcJ→J/ψγ) LHCb (nb) SuperCHIC (nb)
χc0 13 ± 6.5 20
χc1 0.80 ± 0.35 0.49
χc2 2.4 ± 1.1 0.26

→ See clear suppression in χc(1,2) states. Do not expect (or find) for
inclusive production.

→ Good data/theory agreement for χc(0,1) states (within quite large theory
uncertainty), but a significant χc2 excess (relativistic and/or
non–perturbative corrections, inclusive contamination...?).

2LHCb-CONF-2011-022
L.A. Harland-Lang (IPPP, Durham) 6 / 24
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LHC data for PDF determination
• LHC now producing wide range of precise data for PDF 

determination. Already having a major impact on global fits.
• Drell-Yan has significant role, but many other processes included, and 

new studies ongoing - a few examples follow!

Taken from 
DIS’17

Global fits- the LHC PDF success story…

CT17p — data to be included

5

✦ Previous LHC and HERA 1 data included in CT14 will be superseded 
by updated Run 1 and HERA 1+2 data; adding new LHC data, 
especially on Z boson pT and top quark differential distributions

Combined HERA1+2 DIS [1506.06042]    update   

LHCb 7 TeV Z, W muon rapidity dist. [1505.07024]    update 

LHCb 8 TeV Z rapidity dist. [1503.00963]    update 

ATLAS 7 TeV inclusive jet [1410.8857]    update 

CMS 7 TeV inclusive jet (extended y range)[1406.0324]    update 

ATLAS 7 TeV Z pT dist. [1406.3660]   new 

LHCb 13 TeV Z rapidity dist. [1607.06495]    update 

CMS 8 TeV Z pT and rapidity dist. (double diff.) [1504.03511]   new 

CMS 8 TeV W, muon asymmetry dist. [1603.01803]   update 

ATLAS 7 TeV W/Z, lepton(s) rapidity dist. [1612.03016]   update 

CMS 7,8 TeV tT differential distributions   new 

ATLAS 7,8 TeV tT differential distributions   new 

Fit to new hadron collider data

We now also fit to high rapidity W,Z data from LHCb at 7 and 8 TeV,
W + c jets from CMS, which constrains strange quarks, high precision
CMS data on W

+,� rapidity distributions which can also be interpreted
as an asymmetry measurement, and also the final e asymmetry data
from D0 (lepton, not W asymmetry).

no. points NLO �

2
pred

NLO �

2
new

NNLO �

2
pred

NNLO �

2
new

�

tt̄

Tevatron +CMS+ATLAS 18 19.6 20.5 14.7 15.5
LHCb 7 TeV W + Z 33 50.1 45.4 46.5 42.9
LHCb 8 TeV W + Z 34 77.0 58.9 62.6 59.0
LHCb 8TeV e 17 37.4 33.4 30.3 28.9
CMS 8 TeV W 22 32.6 18.6 34.9 20.5
CMS 7 TeV W + c 10 8.5 10.0 8.7 8.0
D0 e asymmetry 13 22.2 21.5 27.3 25.8
total 3738/3405 4375.9 4336.1 3741.5 3723.7

Predictions good, and no real tension with other data when refitting,
i.e. changes in PDFs relatively small. Slightly (⇠ 10 units) better than
previous report due to improvements (and one correction) in K-factors.

At NLO ��

2 = 9 for the remainder of the data and at NNLO ��

2 = 8.

When couplings left free at NLO ↵

S

(M2
Z

) stays very close to 0.120 but
at NNLO ↵

S

(M2
Z

) marginally above 0.118, higher than MMHT2014.

DIS2017 – Birmingham – April 2017 2

4

New datasets in NNPDF3.1

Combined HERA inclusive data Run I+II quark singlet and gluon

D0 legacy W asymmetries Run II quark flavor separation

ATLAS inclusive W, Z rap 7 TeV 2011 strangeness

ATLAS inclusive jets 7 TeV 2011 large-x gluon

ATLAS low-mass Drell-Yan 7 TeV 2010+2011 small-x quarks

ATLAS Z pT 7,8 TeV 2011+2012 medium-x gluon and quarks

ATLAS and CMS tt differential 8 TeV 2012 large-x gluon

CMS Z (pT,y) 2D xsecs 8 TeV 2012 medium-x gluon and quarks

CMS Drell-Yan low+high mass 8 TeV 2012 small-x and large-x quarks

CMS W asymmetry 8 TeV 2012 quark flavor separation

CMS 2.76 TeV jets 2012 medium and large-x gluon

LHCb W,Z rapidity dists 7 TeV 2011 large-x quarks

LHCb W,Z rapidity dists 8 TeV 2012 large-x quarks

Measurement Data taking Motivation

Juan Rojo                                                                                                                   DIS2017, Birmingham, 04/04/2017

PDF sets generated

We generate a preliminary (not for distribution) central set at NLO and
NNLO for fit to new data – labelled MMHT (2016 fit).

Also generate PDF eigenvector sets for uncertainties at NNLO.

Use same basis of 25 free PDF parameters as in MMHT2014.

Hence, 50 eigenvector directions.

14 of these are best constrained by one of the new (LHC) data sets,
CMS 8 TeV W data and W + c jets and the new LHCb data.

DIS2017 – Birmingham – April 2017 6

• All three global groups busily updating fits to include the plentiful and 
precise new LHC data. Anticipate new PDF release to come: NNPDF3.1 
(v. soon), MMHT17 and CT17 (later this year).

6
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Jet production
matching of NLO calculations to parton shower and hadronization [220], and which can then be directly
compared with the data at hadron–level.

PDF sensitivity
At leading order, jet production at hadron colliders includes the following subprocesses

gg! gg, gg! qq̄, gq! gq, qq̄! gg ,
qq̄! qq̄, qq̄! q0q̄0, qq̄0 ! qq̄0, qq! qq, qq0 ! qq0 , (35)

along with the corresponding charge conjugate processes. Therefore, jet production is sensitive to both
the gluon and quark PDFs, with the dominant partonic subprocess depending on the specific jet pT . The
kinematics of the two leading jets in the final state can be characterised by their rapidities y(1,2) and their
transverse momenta pT,(1,2). At LO we have pT,1 = pT,2 = pT , and the momentum fractions carried by the
two incoming partons are given by

x1 =
pTp

s
(ey1 + ey2 ), x2 =

pTp
s
(e�y1 + e�y2 ) , (36)

where
p

s is the centre of mass energy of the two incoming hadrons. If we instead consider the rapidity
of the jet in the centre–of–mass frame of the dijet system, y⇤ ⌘ (y1 � y2)/2, and the boost of the dijet
yb ⌘ (y1 + y2)/2, we have

x1x2 =
4p2

T cosh2 y⇤

s
, x1/x2 = e2yb . (37)

Note that beyond LO there can be multiple jets in the final state from additional QCD radiation, so that in
general the pT balance of the two leading jets will be lost.

Experimentally, jet production can be measured in various ways. The most common observable for
PDF fits is the single–inclusive jet cross section, double–di↵erential in the jet pT and rapidity y. Here,
one count all jets in a single event and includes them in the same distribution. Such a double–di↵erential
cross section is sensitive to di↵erent flavour combinations, depending on the kinematic region considered.
In Fig. 7 (left) the fractional contributions from the di↵erent parton–level subprocesses to the inclusive jet
cross section in the central rapidity region at the LHC is shown, as a function of the jet pT . We can see that
at low pT the channels involving initial–state gluons are dominant, while at higher pT the qq contribution
increases, but nonetheless with a sizeable gluon–induced fraction. As the quark PDFs are generally already
well constrained by DIS data in these kinematic regions, jet data is therefore dominantly sensitive to the
gluon PDF. This is illustrated in Fig. 7, which show the correlation coe�cients (see Sect. 4.3.1) between the
inclusive jet cross section and the gluon PDF at various x values. This follows the ATLAS binning [222],
with each curve corresponding to one bin. From this we can see that the inclusive jet production can
potentially constrain the gluon PDF in a wide range of x between x ' 10�3 and x ' 0.7.

In addition to the single–inclusive case, there are also measurements of the double–di↵erential cross
sections for inclusive dijet production, that is with respect to y⇤ and the invariant mass of the two leading
jets, or even triple–di↵erential cross sections, e.g., with respect to yb, y⇤, and the average pT of the two
leading jets. Through such refined binning one can probe di↵erent initial states more e�ciently. The large
yb region usually receives more contributions from gluon initial states, while at large y⇤ and pT initial states
with two valence quarks dominate, allowing the d valence PDF at high x to be further constrained.
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• At the LHC, jet production is dominated 
by the gluon-initiated parton-level 
processes:

• Kinematics:

matching of NLO calculations to parton shower and hadronization [220], and which can then be directly
compared with the data at hadron–level.

PDF sensitivity
At leading order, jet production at hadron colliders includes the following subprocesses

gg! gg, gg! qq̄, gq! gq, qq̄! gg ,
qq̄! qq̄, qq̄! q0q̄0, qq̄0 ! qq̄0, qq! qq, qq0 ! qq0 , (35)

along with the corresponding charge conjugate processes. Therefore, jet production is sensitive to both
the gluon and quark PDFs, with the dominant partonic subprocess depending on the specific jet pT . The
kinematics of the two leading jets in the final state can be characterised by their rapidities y(1,2) and their
transverse momenta pT,(1,2). At LO we have pT,1 = pT,2 = pT , and the momentum fractions carried by the
two incoming partons are given by

x1 =
pTp

s
(ey1 + ey2 ), x2 =

pTp
s
(e�y1 + e�y2 ) , (36)

where
p

s is the centre of mass energy of the two incoming hadrons. If we instead consider the rapidity
of the jet in the centre–of–mass frame of the dijet system, y⇤ ⌘ (y1 � y2)/2, and the boost of the dijet
yb ⌘ (y1 + y2)/2, we have

x1x2 =
4p2

T cosh2 y⇤

s
, x1/x2 = e2yb . (37)

Note that beyond LO there can be multiple jets in the final state from additional QCD radiation, so that in
general the pT balance of the two leading jets will be lost.

Experimentally, jet production can be measured in various ways. The most common observable for
PDF fits is the single–inclusive jet cross section, double–di↵erential in the jet pT and rapidity y. Here,
one count all jets in a single event and includes them in the same distribution. Such a double–di↵erential
cross section is sensitive to di↵erent flavour combinations, depending on the kinematic region considered.
In Fig. 7 (left) the fractional contributions from the di↵erent parton–level subprocesses to the inclusive jet
cross section in the central rapidity region at the LHC is shown, as a function of the jet pT . We can see that
at low pT the channels involving initial–state gluons are dominant, while at higher pT the qq contribution
increases, but nonetheless with a sizeable gluon–induced fraction. As the quark PDFs are generally already
well constrained by DIS data in these kinematic regions, jet data is therefore dominantly sensitive to the
gluon PDF. This is illustrated in Fig. 7, which show the correlation coe�cients (see Sect. 4.3.1) between the
inclusive jet cross section and the gluon PDF at various x values. This follows the ATLAS binning [222],
with each curve corresponding to one bin. From this we can see that the inclusive jet production can
potentially constrain the gluon PDF in a wide range of x between x ' 10�3 and x ' 0.7.

In addition to the single–inclusive case, there are also measurements of the double–di↵erential cross
sections for inclusive dijet production, that is with respect to y⇤ and the invariant mass of the two leading
jets, or even triple–di↵erential cross sections, e.g., with respect to yb, y⇤, and the average pT of the two
leading jets. Through such refined binning one can probe di↵erent initial states more e�ciently. The large
yb region usually receives more contributions from gluon initial states, while at large y⇤ and pT initial states
with two valence quarks dominate, allowing the d valence PDF at high x to be further constrained.
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! Data on jets at high transverse momenta,      , sensitive to 
gluon PDF at high   .

• Gluon at high    is both important for BSM searches and quite 
poorly constrained from DIS       LHC data such as jet 
production plays crucial role in PDF determination.

p?

)

x

x

CMS Jets
Theory setup: 

• MMHT2014_NNLO 

• anti-kT jet algorithm 

• scale choice                            

• vary scale by factors of 1/2 and 2 

Comparison to data: 

• CMS 7 TeV 4.5 fb-1 

• R=0.5 and 0.7

µR = µF = {pT1 , pT }
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NNLO jet calculation

• Full NNLO calculation for inclusive jet production in hadron-hadron 
collisions now available. Completion of large scale, long term project.
• Combined with availability of high precision jet data from ATLAS/
CMS       can consider the impact on a NNLO fit for first time!2

 0.6
 0.8

 1
 1.2
 1.4

NNLOJET

R
at

io
 to

 N
LO

   |yj| < 0.5   

ATLAS, 7 TeV, anti-kt jets, R=0.4

NLO
NNLO
NNLOxEW

 0.6
 0.8

 1
 1.2
 1.4

0.5 < |yj| < 1.0

 0.6
 0.8

 1
 1.2
 1.4

1.0 < |yj| < 1.5

 0.6
 0.8

 1
 1.2
 1.4

1.5 < |yj| < 2.0

 0.4
 0.6
 0.8

 1
 1.2 2.0 < |yj| < 2.5

 0.4
 0.6
 0.8

 1
 1.2

 100  200  500  1000

2.5 < |yj| < 3.0

NNPDF3.0

pT (GeV)

FIG. 1: Double-di↵erential inclusive jet cross-sections mea-
surement by ATLAS [6] and NNLO perturbative QCD pre-
dictions as a function of the jet pT in slices of rapidity, for
anti-kT jets with R = 0.4 normalized to the NLO result. The
shaded bands represent the scale uncertainty of the theory
predictions obtained by varying µR and µF as described in
the text. The red dashed line displays the NNLO/NLO ratio
corrected multiplicatively for electroweak corrections [37].

Nc, to all these subprocesses. In practice this amounts
to calculating the N2

c , NcNF and N2
F corrections to all

LO subprocesses, where NF is the number of light quark
flavours. We include the full LO and NLO coe�cients in
this calculation but note that retaining only the leading
colour correction to all partonic subprocesses at NLO
gives the full result to within a few percent across all
distributions. The analogous subleading colour contri-
butions at NNLO are expected to be small and we do
not include them in this study. To support this assump-
tion we note that the subleading colour NNLO contribu-
tion for pure gluon scattering was presented in a previ-
ous study [34] and found to be negligible. We construct
subtraction terms to regulate all IR divergences in the
phase space integrals and cancel all explicit poles in the
dimensional regularization parameter, ✏ = (4� d)/2, the
details of which for the antenna subtraction method can
be found in [25, 34, 36]. The IR finite cross section at
NNLO is then integrated numerically in four dimensions
over the appropriate two-, three- or four-parton massless
phase space to yield the final result.
In Fig. 1 we present the results for the double-

di↵erential inclusive jet cross section at NLO and NNLO,
normalized to the NLO theoretical prediction to empha-
size the impact of the NNLO correction to the NLO re-

FIG. 2: NLO and NNLO k-factors for jet production atp
s = 7 TeV. The lines correspond to the double di↵erential

k-factors (ratios of perturbative predictions in the perturba-
tive expansion) for pT > 100 GeV and across six rapidity |y|
slices.

sult. The collider setup is proton-proton collisions at a
centre of mass energy of

p
s = 7 TeV where the jets are

reconstructed using the anti-kT jet algorithm [35] with
R = 0.4. We use the NNPDF3.0 NNLO PDF set [15]
with ↵s(M2

Z) = 0.118 throughout this paper for LO,
NLO and NNLO predictions to emphasise the behaviour
of the higher order coe�cient functions at each pertur-
bative order. By default we set the renormalization and
factorization scales µR = µF = pT1, where pT1 is the
pT of the leading jet in each event. To obtain the scale
uncertainty of the theory prediction we vary both scales
independently by a factor of 1/2 and 2 with the constraint
1/2  µR/µF  2. We find that the NNLO coe�cient
has a moderate positive e↵ect on the cross section, 10%
at low pT across all rapidity slices relative to NLO. This is
significant because it is precisely in this region where the
majority of the cross section lies, especially in the cen-
tral rapidity slices, and it is where we observe the largest
NNLO e↵ects. At higher pT we see that the relative size
of the NNLO correction to NLO decreases to the 1-2%
level and so the perturbative series converges rapidly.

Given that we see a moderate NNLO correction to the
NLO prediction in the region where the bulk of the cross
section lies, it is instructive to compare to the available
data. The data points in Fig. 1 represent the ATLAS
data for an integrated luminosity of 4.5 fb�1 [6], nor-
malized to the NLO prediction. We do not include non-

!

IPPP/16/110, MPP-2016-322

NNLO QCD predictions for single jet inclusive production at the LHC

J. Curriea, E.W.N. Glovera, J. Piresb
a Institute for Particle Physics Phenomenology, University of Durham, Durham DH1 3LE, England

b Max-Planck-Institut für Physik, Föhringer Ring 6 D-80805 Munich, Germany

We report the first calculation of fully di↵erential jet production in all partonic channels at next-
to-next-to leading order (NNLO) in perturbative QCD and compare to the available ATLAS 7 TeV
data. We discuss the size and shape of the perturbative corrections along with their associated scale
variation across a wide range in jet transverse momentum, pT , and rapidity, y. We find significant
e↵ects, especially at low pT , and discuss the possible implications for Parton Distribution Function
fits.

PACS numbers: 13.87.Ce, 12.38Bx

The Large Hadron Collider (LHC) is currently collid-
ing protons at centre of mass energies up to

p
s = 13 TeV.

The main goal is to search the high energy frontier for
signs of physics beyond the Standard Model. However,
any searches for new physics are irreducibly dependent
on how well we understand the Standard Model and the
collider environment of the LHC itself.
At the LHC the inclusive cross section for a given final-

state can be calculated using the factorization formula,

d� =
X

i,j

Z
d⇠1
⇠1

d⇠2
⇠2

fi(⇠1, µF )fj(⇠2, µF )d�̂ij (1)

which is accurate up to non-pertubative hadronization
corrections, typically of the order ⇤QCD/Q, where Q is
the hard scale in the scattering process. The partonic
cross section, d�̂ij , can be calculated as a perturbative
series in the strong coupling, ↵s, and systematically im-
proved by progressively including higher order terms in
the series. It is also necessary to have a good understand-
ing of the non-perturbative Parton Distribution Func-
tions (PDF), fi(⇠, µF ). The PDFs quantify the relative
parton content of the proton carrying a fraction, ⇠, of the
proton’s momentum for a given factorization scale, µF .
To calculate the cross section using this formula we need
accurate determinations of the PDFs, ↵S and the higher
order terms in the perturbative expansion of the partonic
cross section.
Data from lepton-nucleon Deep Inelastic Scattering

(DIS) experiments such as HERA [1] provide detailed in-
formation about the quark PDFs and have been used to
significantly constrain the uncertainties on these quan-
tities. The inclusive cross section in DIS involves the
exchange of a virtual photon coupling to quarks at low-
est order via the electroweak coupling constant. The
electrical neutrality of the gluon means that the gluon
PDF can only be constrained using specific final-states,
such as heavy quarks or jets [2], or indirectly through
DGLAP evolution of the flavour singlet distribution. In
contrast, jet production at the Tevatron [3, 4] and LHC
directly probes the gluon PDF and is O(↵2

s) at leading
order (LO). The single jet inclusive cross section has been

measured accurately by ATLAS [5, 6] and CMS [7] across
the large dynamical range of the LHC.
To take advantage of the available data we must be able

to calculate observables with su�cient precision yet the
cross section for producing jets is currently only known
exactly at next-to leading order (NLO) [8–12] and par-
tially at NNLO [13]. The theoretical uncertainty in this
observable, estimated from the dependence on unphysi-
cal scales, is the main limiting factor when determining
parameters like ↵s from jet data or consistently includ-
ing this data in global fits for PDFs [14–17]. To improve
on the status-quo it is clear that an accurate and precise
determination of jet production at the LHC is needed
and so in this letter we present the first calculation of the
NNLO correction to jet production in perturbative QCD.
Higher order corrections have the potential to change the
size and shape of the cross section and also to reduce the
residual scale dependence in a calculation; we discuss the
extent to which this is true for the NNLO correction to
the fully di↵erential single jet inclusive cross section.
Predictions for jet production at NNLO accuracy re-

quire the relevant tree-level [18], one-loop [19–21] and
two-loop [22–24] parton-level scattering amplitudes as
well as a procedure for dealing with the infrared (IR)
singularities present in both the phase space integrals
and matrix elements, but which cancel in any IR safe
physical observable. Several techniques have been de-
veloped for obtaining finite cross sections at NNLO for
hadronic initial-states: antenna subtraction [25, 26], qT -
subtraction [27], N -jettiness subtraction [28], sector-
improved residue subtraction [29], sector decomposi-
tion [30] and projection to Born [31]. We use the an-
tenna subtraction method, implemented in the parton-
level event generator, NNLOJET [32, 33], to calculate the
single jet inclusive cross section, fully di↵erential in the
jet transverse momentum, pT and rapidity, y.
We include the leading colour contribution from all

partonic subprocesses in all channels. For example, in the
gluon-gluon scattering channel there are three partonic
subprocesses contributing to the double real correction:
gg ! gggg, gg ! qq̄gg and gg ! qq̄qq̄; we include the
contributions which are leading in the number of colours,

ar
X

iv
:1

61
1.

01
46

0v
1 

 [h
ep

-p
h]

  4
 N

ov
 2

01
6 J. Currie et al., Phys.Rev.Lett. 118 (2017) no.7, 072002

27



�15

�10

�5

0

5

10

15

0.001 0.01 0.1

Gluon (NNLO), Q2 = 104GeV2

x

MMHT (no jets)

R
high

, pjet?
R

high

, pmax

?
R

low

, pjet?
R

low

, pmax

?

Figure 7: The impact of the ATLAS [23] and CMS [24] 7 TeV jet data on the gluon PDF at
NLO (left) and NNLO (right). The percentage di↵erence in comparison to the baseline fit,
with no jet data included, is shown. Results are given for ‘low’ and ‘high’ jet radii described
in the text, and for two choices of the factorization scale.

surprising, as the systematic shifts we determine by profiling with respect to the various
correlated uncertainties in (2) have a physical interpretation, giving us the best fit values
of the various experimental parameters and a corresponding best fit measurement that is
shifted with respect to the default. By treating these sources of uncertainty as uncorrelated
across rapidity bins, this connection is largely lost, and in e↵ect an imperfect measurement
that is systematically di↵erent may be fit. The central value of the extracted gluon may then
vary quite significantly. This e↵ect is indeed observed in Fig. 5. Given these results, in what
follows we will simply apply our model of partial error decorrelation, although we note that
in all cases the results are very similar when taking the default treatment.

It is interesting to observe in Fig. 5 that the di↵erence due to the choice of jet radius is
relatively small, and much less than that due to the error treatment, although the higher
R = 0.6 choice leads to a somewhat softer gluon at high x. In Fig. 6 we show the result of
the NNLO fit, including the CMS jet data only, for both jet radii. Here, the impact on the
gluon is relatively flat out to quite high x, where some hardening is observed, albeit within
the large PDF uncertainties in this region. As with the ATLAS data, the larger choice of jet
radius leads to some softening in the gluon in comparison to the lower choice.

In Fig. 7 we now consider the e↵ect of combined fit to the ATLAS and CMS jet on the
gluon. As mentioned above, we take the partial decorrelated treatment of the ATLAS jet
data in what follows. We show results for low and high jet radii, i.e. with R = 0.4 (0.5) and
R = 0.6 (0.7) for the ATLAS (CMS) data, respectively. We also show the e↵ect of taking
the p

max
? scale choice in comparison to p

jet
? . The result at NLO (NNLO) is shown in the left

(right) panel. The impact of the scale choice on the gluon is quite small, of the same order of
or less than that due to the choice of jet radius, although here the di↵erence for the combined
fit is also not dramatic. This is not necessarily to be expected, as the di↵erence between the
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NNLO jet impact

• Improvement in description from 
NLO to NNLO - pQCD working as it 
should.

NLO theory NNLO NNLO (no errors)

ATLAS, Rlow 215.3 172.3 179.1

ATLAS, Rhigh 159.2 149.8 153.5

CMS, Rlow 194.2 177.8 182.8

CMS, Rhigh 198.5 182.3 188.8

Table 4: The �2 for the combined NNLO fit to the ATLAS and CMS 7 TeV jet data, excluding
and including the calculated NNLO K–factors, and excluding the errors associated with the
polynomial fit to the K–factors. The p

jet
? factorization/renormalization scale is taken.

of scale. As we will show in the following section, this relative insensitivity is also observed
in the extracted PDFs, in particular for the gluon.

Finally, it is important to clarify the role played by the NNLO jet production theory, in
contrast to the NNLO PDFs, in leading to the improvement in the fit quality at NNLO. In
Table 4 we show the same �2 values as before, resulting from the NNLO fit to the combined
ATLAS and CMS data, but in addition excluding the NNLO K–factors, i.e. applying NLO
theory only to the jet data. We can see that the improvement due to the NNLO corrections
in the fit is still present at roughly the same level as before, with some variation in the
precise amount. We also show the e↵ect of excluding the correlated errors associated with
the K–factor fit described in Section 2. This leads to some small increase in the �

2, as it
must, but the trend is unchanged.

5 Impact of LHC jet data on PDFs

5.1 Central values

In this section we investigate the impact of including the jet data on the PDFs. We concen-
trate on the gluon PDF, as the e↵ect on all quark PDF combinations is significantly smaller.
In Fig. 5 we show the impact of including the ATLAS jet data only in the fit, in comparison to
the MMHT baseline described in the previous section (i.e. with Tevatron jet data omitted).
We show the result with R = 0.4 (0.6) in the left (right) figure, with the di↵erent treatments
of the systematic errors described above. Only the comparison at NNLO is shown here,
leaving the comparison to NLO for the combined fit to be presented below. Unless otherwise
stated, in what follows we take p

jet
? as the choice of scale.

We can see that for both jet radii, despite leading to significantly di↵erent fit qualities,
the partial decorrelation and default error treatments in fact result in quite similar fits for the
gluon PDF, with some softening observed at high x. On the other hand, the full decorrelation
of systematic uncertainties leads to a gluon that is qualitatively di↵erent, being much less
soft at high x, although still consistent within PDF uncertainties. This is perhaps not

10

�2

• Recent MMHT study - inclusion of ATLAS + CMS 7 TeV jet data in 
full NNLO fit.

• Results stable with different 
choices of factorization/
renormalization scale and jet 
radius.
• Find softer gluon at high   , 
with ~20-50% lower 
uncertainty.

x
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Differential Top
• Top quark pair production at LHC dominated by                - by going to 
high              probe gluon at high   .
• We have:

‣ Recent NNLO calculation for differential top production.
‣ ATLAS/CMS data now available with sufficient precision to 

present differentially.

! Can now include in fits for first time.

x

gg ! tt
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Figure 6: Same as Fig. 5 for the HERAPDF2.0 and ABM12 PDF sets.

In Fig. 11 we show the NNLO predictions for the invariant mass distribution of the top-
antitop pair, mt¯t, using NNPDF3.0, CT14 and MMHT14. The first thing to note is the di↵erence
between the ATLAS and CMS measurements, especially in the absolute distribution and for
intermediate values of mt¯t. The di↵erence in the size of the overall experimental uncertainties is
also significant. For instance, despite being based on the same integrated luminosity, the ATLAS
uncertainty in the highest mt¯t bin is about four times larger than that of CMS. We also find that
the three PDF sets are in good agreement within uncertainties, with NNPDF3.0 exhibiting a
somewhat lower central value and larger uncertainties at high mt¯t as compared to the other two
sets. While the three PDF sets agree qualitatively with the ATLAS measurements, there seems
to be some tension with the CMS data, which exhibits lower central values in the intermediate
and high mt¯t regions and has smaller experimental uncertainties.

The corresponding comparison between NNPDF3.0, ABM12 and HERAPDF2.0 is shown in
Fig. 12, from which we observe common trends in the absolute and normalized distributions. The
HERAPDF2.0 prediction are lower than the NNPDF3.0 ones, with ABM12 being even lower,
by up to 40% (25%) in the highest mt¯t bin of the absolute (normalized) distribution. Given
that the ATLAS and CMS measurements seem to be pulling in opposite directions, the latter is
favored by the ABM12 prediction, while the former is in better agreement with NNPDF3.0 and
HERAPDF2.0.

Before moving to a more quantitative assessment of the agreement between data and theory,
we would like to compare the NNLO calculations with the experimental measurements of the
total cross-section listed in Table. 2. This comparison is useful because inclusive data provide
information on the overall normalisation of the gluon for the cases where normalized distributions
are fitted. In Fig. 13 we show the inclusive cross-sections from ATLAS and CMS at di↵erent
center-of-mass energies, compared to NNLO theory computed with top++ for the five PDF sets.
Results are shown as ratios to the central NNPDF3.0 predictions. The comparison follows the
trend observed at the level of absolute di↵erential distributions, with NNPDF3.0, MMHT14
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Figure 6: Same as Fig. 5 for the HERAPDF2.0 and ABM12 PDF sets.

In Fig. 11 we show the NNLO predictions for the invariant mass distribution of the top-
antitop pair, mt¯t, using NNPDF3.0, CT14 and MMHT14. The first thing to note is the di↵erence
between the ATLAS and CMS measurements, especially in the absolute distribution and for
intermediate values of mt¯t. The di↵erence in the size of the overall experimental uncertainties is
also significant. For instance, despite being based on the same integrated luminosity, the ATLAS
uncertainty in the highest mt¯t bin is about four times larger than that of CMS. We also find that
the three PDF sets are in good agreement within uncertainties, with NNPDF3.0 exhibiting a
somewhat lower central value and larger uncertainties at high mt¯t as compared to the other two
sets. While the three PDF sets agree qualitatively with the ATLAS measurements, there seems
to be some tension with the CMS data, which exhibits lower central values in the intermediate
and high mt¯t regions and has smaller experimental uncertainties.

The corresponding comparison between NNPDF3.0, ABM12 and HERAPDF2.0 is shown in
Fig. 12, from which we observe common trends in the absolute and normalized distributions. The
HERAPDF2.0 prediction are lower than the NNPDF3.0 ones, with ABM12 being even lower,
by up to 40% (25%) in the highest mt¯t bin of the absolute (normalized) distribution. Given
that the ATLAS and CMS measurements seem to be pulling in opposite directions, the latter is
favored by the ABM12 prediction, while the former is in better agreement with NNPDF3.0 and
HERAPDF2.0.

Before moving to a more quantitative assessment of the agreement between data and theory,
we would like to compare the NNLO calculations with the experimental measurements of the
total cross-section listed in Table. 2. This comparison is useful because inclusive data provide
information on the overall normalisation of the gluon for the cases where normalized distributions
are fitted. In Fig. 13 we show the inclusive cross-sections from ATLAS and CMS at di↵erent
center-of-mass energies, compared to NNLO theory computed with top++ for the five PDF sets.
Results are shown as ratios to the central NNPDF3.0 predictions. The comparison follows the
trend observed at the level of absolute di↵erential distributions, with NNPDF3.0, MMHT14
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Figure 7: Same as Fig. 5 for the top quark rapidity distribution yt.
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Figure 8: Same as Fig. 7 now for NNPDF3.0, ABM12 and HERAPDF2.0.

13

 20

 40

 60

 80

 100

 120

 140 dσ/dyt [pb]
NNLO theory

NNPDF3.0
MMHT14

CT14
CMS

ATLAS

 0.9

 0.95

 1

 1.05

 1.1

 1.15

 1.2

 1.25

-2
.5

-1
.6

-1
.2

-0
.8

-0
.4  0

 0
.4

 0
.8

 1
.2

 1
.6

 2
.5

yt

Ratio to NNPDF3.0

 0.05

 0.1

 0.15

 0.2

 0.25

 0.3

 0.35

 0.4

 0.45 (1/σ)dσ/dyt
NNLO theory

NNPDF3.0
MMHT14

CT14
CMS

ATLAS

 0.9

 0.95

 1

 1.05

 1.1

 1.15

 1.2

 1.25

-2
.5

-1
.6

-1
.2

-0
.8

-0
.4  0

 0
.4

 0
.8

 1
.2

 1
.6

 2
.5

yt

Ratio to NNPDF3.0

Figure 7: Same as Fig. 5 for the top quark rapidity distribution yt.

 20

 40

 60

 80

 100

 120

 140 dσ/dyt [pb]
NNLO theory

NNPDF3.0
HERAPDF2.0

ABM12
CMS

ATLAS

 0.7

 0.8

 0.9

 1

 1.1

 1.2

 1.3

-2
.5

-1
.6

-1
.2

-0
.8

-0
.4  0

 0
.4

 0
.8

 1
.2

 1
.6

 2
.5

yt

Ratio to NNPDF3.0

 0.05

 0.1

 0.15

 0.2

 0.25

 0.3

 0.35

 0.4

 0.45 (1/σ)dσ/dyt
NNLO theory

NNPDF3.0
HERAPDF2.0

ABM12
CMS

ATLAS

 0.7

 0.8

 0.9

 1

 1.1

 1.2

 1.3

-2
.5

-1
.6

-1
.2

-0
.8

-0
.4  0

 0
.4

 0
.8

 1
.2

 1
.6

 2
.5

yt

Ratio to NNPDF3.0

Figure 8: Same as Fig. 7 now for NNPDF3.0, ABM12 and HERAPDF2.0.

13

29

M. Czakon et al., JHEP 1704 (2017) 044

M. Czakon et al., Phys. Rev. Lett. 116 (2016) no.8, 082003



Impact on PDFs

• Dedicated study (NNPDF + collaborators) - consider impact of 
ATLAS/CMS 8 TeV     differential data on gluon.
• Find that top rapidity (          ) distributions have biggest impact on high    
gluon. Less sensitive to any BSM effects in high       tail.
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Figure 17: The gluon, charm and bottom PDFs from the global baseline fit compared to the optimal fit
including our optimal combination of LHC top-quark data.
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Figure 18: The gluon-gluon (upper) and quark-antiquark (lower) NNLO luminosities (left) and their
relative 1-� PDF uncertainties (right) at the LHC with

p
s = 13 TeV. We compare the global baseline

fit with the fit including the optimal combination of LHC top-quark pair di↵erential data.

In Fig. 18 we show the gg and the qq̄ luminosities comparing the global baseline fit with the fit
including LHC top data, together with the corresponding one-sigma PDF uncertainties. For the
gg luminosity, the results of Fig. 18 confirm the substantial PDF uncertainty reduction reported
in Fig. 17, which now translates into a reduction of the uncertainty for large invariant masses
MX ⇠> 600 GeV. For example, in the production of a final state with invariant mass MX ' 2
TeV (3 TeV), PDF uncertainties are reduced from 12% (20%) down to around 5% (8%). Such
a reduction has clear implications for BSM searches involving top quarks. The quark PDF
uncertainties are also reduced, essentially as a consequence of the improved determination of
heavy quarks, which follows in turn from a better determination of the gluon PDF. For the qq̄
luminosity, for example, we observe only a moderate uncertainty reduction in the region with
MX & 1 TeV, while PDF uncertainties are reduced from 2% to 1% around MX ⇠ 100 GeV.

Next, we study how the theoretical predictions are modified for those top-quark pair di↵er-
ential distributions not included in the fit. In Figs. 19 and 20 we show the NNLO calculations
for the absolute and normalized mt¯t and ptT distributions, respectively, obtained from the global
PDF fit before and after the LHC top-quark data has been included. In the lower panels, we
show the results normalized to the baseline fit. Note that none of the ATLAS and CMS data
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Figure 16: Same as Fig. 14 for the global fits.

• and the total inclusive cross-section �t¯t from ATLAS and CMS at
p
s = 8 TeV.

From the results of Fig. 16 it also follows that other possible choices, consistent with the above
guidelines, would not lead to significantly di↵erent results, as the pull of the ATLAS and CMS
measurements on the large-x gluon is consistent among all distributions.

We have therefore performed a final global PDF fit using this optimal combination of LHC
top data, and checked explicitly its features. The values of the �2 per data point for each dataset
included in the fit are collected in the last column of Tab. 7. The central value and one-sigma
uncertainty of the corresponding gluon PDF are displayed in Fig. 15 (thick dashed line). In
Fig. 17, we show the gluon, the charm and bottom quark PDFs from our global baseline fit
and from our optimal fit including our optimal choice of top-quark data. Results are computed
at Q = 100 GeV and are normalized to the global baseline fit. Other quark and antiquark
PDFs are marginally a↵ected by top data, as expected, and hence are not shown in Fig. 17. We
now explore the impact of the new fit both on luminosities and on kinematic distributions not
included in the fit.

First of all, we compute the PDF luminosities at
p
s = 13 TeV for this fit as a function of

the invariant mass MX of the produced final state. The factorization scale is set to µF = MX .
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Figure 16: Same as Fig. 14 for the global fits.

• and the total inclusive cross-section �t¯t from ATLAS and CMS at
p
s = 8 TeV.

From the results of Fig. 16 it also follows that other possible choices, consistent with the above
guidelines, would not lead to significantly di↵erent results, as the pull of the ATLAS and CMS
measurements on the large-x gluon is consistent among all distributions.

We have therefore performed a final global PDF fit using this optimal combination of LHC
top data, and checked explicitly its features. The values of the �2 per data point for each dataset
included in the fit are collected in the last column of Tab. 7. The central value and one-sigma
uncertainty of the corresponding gluon PDF are displayed in Fig. 15 (thick dashed line). In
Fig. 17, we show the gluon, the charm and bottom quark PDFs from our global baseline fit
and from our optimal fit including our optimal choice of top-quark data. Results are computed
at Q = 100 GeV and are normalized to the global baseline fit. Other quark and antiquark
PDFs are marginally a↵ected by top data, as expected, and hence are not shown in Fig. 17. We
now explore the impact of the new fit both on luminosities and on kinematic distributions not
included in the fit.

First of all, we compute the PDF luminosities at
p
s = 13 TeV for this fit as a function of

the invariant mass MX of the produced final state. The factorization scale is set to µF = MX .
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Other Processes

13

✦ Fitting 8 data points in range [40, 150] GeV, poor fit if w/o K-factors; 
prefer harder gluon ~0.02, softer gluon x>0.1; impact small on quarks 

CT17p — ATLAS 7 TeV Z pT
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predictions vs. data
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Figure 1:

1

PDF correlation

ATLAS 7 Z pT

gluon

•      boson       distribution. 
Sensitive to gluon at high     . 
New NNLO calculation allows 
constraints on PDFs at this 
order.

J. Gao, “Progress on CTEQ-TEA PDFs”, DIS2017

Boughezal et al., Phys. Rev. Lett. 116 (2016) no 15 152001
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Figure 14. Ratio of strange-to-down sea-quark distributions rs = 0.5(s+s)/d as a function of x as
assumed in HERAPDF1.5 PDF compared to the ratio obtained from the fit including the ATLAS
Wc-jet/WD

(⇤) data and the ratio obtained from ATLAS-epWZ12. The error band on the ATLAS
Wc-jet/WD

(⇤) measurements represents the total uncertainty. The ratio rs is shown at Q2
= m

2
W .

sea. Figure 14 also shows that the x-dependence of r
s

obtained from the ATLAS-epWZ12
PDF is in good agreement with this study.

10 Additional results

10.1 Cross-section ratio �OS�SS
fid (WD(⇤))/�fid(W ) differential in pD(⇤)

T

In this section, the measurements of the cross-section ratio �

OS�SS
fid (WD

(⇤)
)/�fid(W ) differ-

ential in p

D

(⇤)
T are presented. The measurements are compared in figure 15 to theoretical

predictions obtained from aMC@NLO using the CT10 NLO PDF. The ratio is on average
8% higher in data than in simulation. The shape of the p

D

(⇤)
T spectrum is reasonably well

described by the MC simulation, although a slight excess in data compared to MC simula-
tion is observed in the highest p

D

(⇤)
T bin, suggesting that the p

D

(⇤)
T spectrum in data might

be slightly harder than the aMC@NLO prediction. The measured integrated cross-section
ratios in the fiducial region are shown in table 10.

�

OS�SS
fid (WD

(⇤)
)/�fid(W ) [%]

W

+
D

�
0.55± 0.06 (stat)± 0.02 (syst)

W

+
D

⇤�
0.66± 0.03 (stat)± 0.03 (syst)

W

�
D

+
1.06± 0.08 (stat)± 0.04 (syst)

W

�
D

⇤+
1.05± 0.04 (stat)± 0.05 (syst)

Table 10. Measured fiducial cross-section ratios �

OS�SS
fid (WD

(⇤)
)/�fid(W ) together with the sta-

tistical and systematic uncertainty.
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Charm production in association with an electroweak gauge boson at the LHC
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The production of charm quark jets in association with electroweak gauge bosons at the LHC
can be used as a tool to constrain quark parton distribution functions (PDFs). Motivated by recent
measurements at the Tevatron and LHC, we calculate cross sections for W/Z + c, comparing these
to W/Z + jet, for various PDF sets. The cross-section differences can be understood in terms of
the different underlying PDFs, with the strange quark distribution being particularly important
for W + c production. We suggest measurements of appropriately defined ratios and comment on
how these measurements at the LHC can be used to extract information on the strange and charm
content of the proton at high Q2 scales.

I. INTRODUCTION

The production of charm quarks in association with
electroweak gauge bosons at hadron colliders can pro-
vide important information on strange and charm quark
PDFs, complementary to that obtained by tagging charm
quarks in the final state in deep inelastic scattering ex-
periments [1]. In particular, the Tevatron CDF and D0
experiments [2, 3] have measured the cross section for
charm quarks produced in association with W bosons,
using muon tagging of the charm-quark jet. However the
accuracy of these measurements is limited to ∼30% by
low statistics. The LHC is expected to provide a more
precise measurement, and indeed the CMS collaboration
has recently performed a similar study [4] of W± + c(c̄)
production, again using muons to tag the charm quark
jet in the final state.
At leading order (LO), the Feynman diagrams for

charm production in association with a W boson are
shown in Fig. 1. The dominant contribution comes from
strange quark – gluon scattering, as the corresponding
down-quark contribution is strongly Cabibbo suppressed.
The cross section for W+c production (where ‘c’ denotes

s, d

c

W− W+s̄, d̄

c̄

FIG. 1: Feynman diagrams for W±+ c(c̄) production at lead-
ing order.

a tagged charm-quark jet) is measured in Ref. [2] (CDF),
while Ref. [3] (D0) introduces the ratio of charm jets to
all jets, which is expected to suffer less from both ex-
perimental and theoretical uncertainties. CMS has per-
formed a similar analysis [4] using the 2010 LHC data
set.
Also of interest is charm production in association with

Z bosons. The leading-order process is simply cg → Zc,
and so this process can be used to extract informa-
tion on the charm quark PDF. It is important to note
that for both W + c and Z + c production at hadron

colliders, the strange and charm quarks are probed at
much higher Q2 (∼ 104 GeV2) values than in the tra-
ditional determinations from deep inelastic scattering,
i.e. νs → µ−c(→ µ+) and ec → ec(→ µ+) where typ-
ically Q2 ∼ 100−2 GeV2). Taken together, the mea-
surements therefore also test DGLAP evolution for these
quark flavours.
In this letter we study W +c-jet production in the con-

text of the CMS analysis [4], analysing the different quark
contributions and comparing the predictions of various
widely-used PDF sets. We also study the corresponding
cross-section ratio for Z+ c-jet production, which should
be measurable with the 2011 LHC data set.

II. CMS MEASUREMENT OF σ(W+ c)

The two relevant cross-section ratios introduced by
CMS [4] are:

R±
c =

σ(W+ + c̄)

σ(W− + c)
and Rc =

σ(W + c)

σ(W + jet)
. (1)

The advantage of using ratios is that many of the the-
oretical and experimental uncertainties cancel. In par-
ticular, the ratios are fairly insensitive to higher-order
perturbative QCD corrections. Note that R±

c ≡ 1 at
the Tevatron. We calculate the cross sections at NLO
pQCD using MCFM [5], applying the CMS cuts [4] to
the final-state: pjT > 20 GeV, |ηj | < 2.1, plT > 25 GeV,
|ηl| < 2.1, R = 0.5, Rlj = 0.3. Five different NLO
PDF sets are used: CT10 [6], MSTW2008 [7], NNPDF2.1
[8], GJR08 [9] and ABKM09 [10], as implemented in
LHAPDF [11]. The renormalisation and factorisation
scales are set to MW , although the cross-section ratios
are rather insensitive to this choice. (We have also con-
sidered dynamical scales of the form Q2 = M2

W + p2TW ,
but the differences for the cross-section ratios are similar
in magnitude to the PDF uncertainties.)
The results are summarised in Table I where we also

include the ratio:

R± =
σ(W+ + jet)

σ(W− + jet)
. (2)
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The production of charm quark jets in association with electroweak gauge bosons at the LHC
can be used as a tool to constrain quark parton distribution functions (PDFs). Motivated by recent
measurements at the Tevatron and LHC, we calculate cross sections for W/Z + c, comparing these
to W/Z + jet, for various PDF sets. The cross-section differences can be understood in terms of
the different underlying PDFs, with the strange quark distribution being particularly important
for W + c production. We suggest measurements of appropriately defined ratios and comment on
how these measurements at the LHC can be used to extract information on the strange and charm
content of the proton at high Q2 scales.

I. INTRODUCTION

The production of charm quarks in association with
electroweak gauge bosons at hadron colliders can pro-
vide important information on strange and charm quark
PDFs, complementary to that obtained by tagging charm
quarks in the final state in deep inelastic scattering ex-
periments [1]. In particular, the Tevatron CDF and D0
experiments [2, 3] have measured the cross section for
charm quarks produced in association with W bosons,
using muon tagging of the charm-quark jet. However the
accuracy of these measurements is limited to ∼30% by
low statistics. The LHC is expected to provide a more
precise measurement, and indeed the CMS collaboration
has recently performed a similar study [4] of W± + c(c̄)
production, again using muons to tag the charm quark
jet in the final state.

At leading order (LO), the Feynman diagrams for
charm production in association with a W boson are
shown in Fig. 1. The dominant contribution comes from
strange quark – gluon scattering, as the corresponding
down-quark contribution is strongly Cabibbo suppressed.
The cross section for W+c production (where ‘c’ denotes

s, d
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W− W+s̄, d̄

c̄

FIG. 1: Feynman diagrams for W±+ c(c̄) production at lead-
ing order.

a tagged charm-quark jet) is measured in Ref. [2] (CDF),
while Ref. [3] (D0) introduces the ratio of charm jets to
all jets, which is expected to suffer less from both ex-
perimental and theoretical uncertainties. CMS has per-
formed a similar analysis [4] using the 2010 LHC data
set.

Also of interest is charm production in association with
Z bosons. The leading-order process is simply cg → Zc,
and so this process can be used to extract informa-
tion on the charm quark PDF. It is important to note
that for both W + c and Z + c production at hadron

colliders, the strange and charm quarks are probed at
much higher Q2 (∼ 104 GeV2) values than in the tra-
ditional determinations from deep inelastic scattering,
i.e. νs → µ−c(→ µ+) and ec → ec(→ µ+) where typ-
ically Q2 ∼ 100−2 GeV2). Taken together, the mea-
surements therefore also test DGLAP evolution for these
quark flavours.

In this letter we study W +c-jet production in the con-
text of the CMS analysis [4], analysing the different quark
contributions and comparing the predictions of various
widely-used PDF sets. We also study the corresponding
cross-section ratio for Z+ c-jet production, which should
be measurable with the 2011 LHC data set.

II. CMS MEASUREMENT OF σ(W+ c)

The two relevant cross-section ratios introduced by
CMS [4] are:

R±
c =

σ(W+ + c̄)

σ(W− + c)
and Rc =

σ(W + c)

σ(W + jet)
. (1)

The advantage of using ratios is that many of the the-
oretical and experimental uncertainties cancel. In par-
ticular, the ratios are fairly insensitive to higher-order
perturbative QCD corrections. Note that R±

c ≡ 1 at
the Tevatron. We calculate the cross sections at NLO
pQCD using MCFM [5], applying the CMS cuts [4] to
the final-state: pjT > 20 GeV, |ηj | < 2.1, plT > 25 GeV,
|ηl| < 2.1, R = 0.5, Rlj = 0.3. Five different NLO
PDF sets are used: CT10 [6], MSTW2008 [7], NNPDF2.1
[8], GJR08 [9] and ABKM09 [10], as implemented in
LHAPDF [11]. The renormalisation and factorisation
scales are set to MW , although the cross-section ratios
are rather insensitive to this choice. (We have also con-
sidered dynamical scales of the form Q2 = M2

W + p2TW ,
but the differences for the cross-section ratios are similar
in magnitude to the PDF uncertainties.)

The results are summarised in Table I where we also
include the ratio:

R± =
σ(W+ + jet)

σ(W− + jet)
. (2)

Figure 24: Left: the LO diagrams for W+charm production in pp collisions. Center: the strangeness ratio RS =
(s + s̄)/(ū + d̄) at Q = mW comparing the results of the HERAfitter analysis from [395], based on the CMS W + c
measurements, with the corresponding results based on the NNPDF reweighting method. Right: the strangeness
ratio rS = 0.5(s + s̄)/d̄, comparing the ATLAS-epWZ12 fit (which included the ATLAS 2010 W, Z inclusive rapidity
distributions) with a new fit including the ATLAS W + D measurements [396]. See text for more details.

The results of Fig. 23 highlight that forward D meson production allows a precision determination of
the small-x gluon PDF, with implications from UHE neutrino astrophysics to future high-energy colliders
(see also the discussion of Sect. 9.3). Furthermore, from the technical point of view, the inclusion of these
data into the next generation of global PDF fits is facilitated by the availability of the aMCfast interface,
which allows fast grids for NLO calculations matched to parton showers to be generated, as required for
this process.

3.9. W production in association with charm quarks
The production of W bosons in association with D mesons is a direct probe of the strange PDF [393].

As shown in the left panel of Fig. 24, at leading order the W + charm process is proportional to the proton
strangeness, and therefore for a long time measurements of this process have been advocated [394] as a
way to provide direct information on the strange content of the proton. Moreover, by taking ratios or
asymmetries of the W+ + c̄ and W� + c di↵erential distributions, it is also possible to extract information on
the strangeness asymmetry s � s̄.

During Run I, the ATLAS, CMS, and LHCb collaborations have measured the production of W bosons
associated with D mesons using di↵erent final states [395–397]. In the CMS case [395], the experimentally
accessible W + D cross sections were unfolded to the corresponding W + c parton–level cross sections,
facilitating the comparisons with theoretical calculations. On the other hand, the ATLAS experiment has
presented their results [396] in terms of final–state quantities such as D mesons and c–tagged jets. While
the two types of measurements provide in principle comparable information, the interpretation of the latter
is somewhat more delicate since PDF fits are typically based on parton–level (as opposed to hadron–level)
calculations. However, this is no longer a fundamental limitation as using the aMCfast [63] interface it is
possible to use NLO+PS calculations directly into a PDF analysis, see Sect. 3.11.

In order to illustrate the impact of the LHC W + D measurements in the strange PDF, in the central
panel of Fig. 24 we show the strangeness ratio RS = (s+ s̄)/(ū+ d̄) at Q = mW , comparing the results of the
HERAfitter analysis from [395], based on the CMS W + c measurements added to the HERA–I inclusive
DIS data, with the corresponding results based on the NNPDF reweighting method. We can see that the
CMS W + c data indeed allows s(x,Q2) to be pinned down with good precision, and that the central value
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Figure 14. Ratio of strange-to-down sea-quark distributions rs = 0.5(s+s)/d as a function of x as
assumed in HERAPDF1.5 PDF compared to the ratio obtained from the fit including the ATLAS
Wc-jet/WD

(⇤) data and the ratio obtained from ATLAS-epWZ12. The error band on the ATLAS
Wc-jet/WD

(⇤) measurements represents the total uncertainty. The ratio rs is shown at Q2
= m

2
W .

sea. Figure 14 also shows that the x-dependence of r
s

obtained from the ATLAS-epWZ12
PDF is in good agreement with this study.

10 Additional results

10.1 Cross-section ratio �OS�SS
fid (WD(⇤))/�fid(W ) differential in pD(⇤)

T

In this section, the measurements of the cross-section ratio �

OS�SS
fid (WD

(⇤)
)/�fid(W ) differ-

ential in p

D

(⇤)
T are presented. The measurements are compared in figure 15 to theoretical

predictions obtained from aMC@NLO using the CT10 NLO PDF. The ratio is on average
8% higher in data than in simulation. The shape of the p

D

(⇤)
T spectrum is reasonably well

described by the MC simulation, although a slight excess in data compared to MC simula-
tion is observed in the highest p

D

(⇤)
T bin, suggesting that the p

D

(⇤)
T spectrum in data might

be slightly harder than the aMC@NLO prediction. The measured integrated cross-section
ratios in the fiducial region are shown in table 10.

�

OS�SS
fid (WD

(⇤)
)/�fid(W ) [%]

W

+
D

�
0.55± 0.06 (stat)± 0.02 (syst)

W

+
D

⇤�
0.66± 0.03 (stat)± 0.03 (syst)

W

�
D

+
1.06± 0.08 (stat)± 0.04 (syst)

W

�
D

⇤+
1.05± 0.04 (stat)± 0.05 (syst)

Table 10. Measured fiducial cross-section ratios �

OS�SS
fid (WD

(⇤)
)/�fid(W ) together with the sta-

tistical and systematic uncertainty.
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The production of charm quark jets in association with electroweak gauge bosons at the LHC
can be used as a tool to constrain quark parton distribution functions (PDFs). Motivated by recent
measurements at the Tevatron and LHC, we calculate cross sections for W/Z + c, comparing these
to W/Z + jet, for various PDF sets. The cross-section differences can be understood in terms of
the different underlying PDFs, with the strange quark distribution being particularly important
for W + c production. We suggest measurements of appropriately defined ratios and comment on
how these measurements at the LHC can be used to extract information on the strange and charm
content of the proton at high Q2 scales.

I. INTRODUCTION

The production of charm quarks in association with
electroweak gauge bosons at hadron colliders can pro-
vide important information on strange and charm quark
PDFs, complementary to that obtained by tagging charm
quarks in the final state in deep inelastic scattering ex-
periments [1]. In particular, the Tevatron CDF and D0
experiments [2, 3] have measured the cross section for
charm quarks produced in association with W bosons,
using muon tagging of the charm-quark jet. However the
accuracy of these measurements is limited to ∼30% by
low statistics. The LHC is expected to provide a more
precise measurement, and indeed the CMS collaboration
has recently performed a similar study [4] of W± + c(c̄)
production, again using muons to tag the charm quark
jet in the final state.

At leading order (LO), the Feynman diagrams for
charm production in association with a W boson are
shown in Fig. 1. The dominant contribution comes from
strange quark – gluon scattering, as the corresponding
down-quark contribution is strongly Cabibbo suppressed.
The cross section for W+c production (where ‘c’ denotes

s, d

c

W− W+s̄, d̄

c̄

FIG. 1: Feynman diagrams for W±+ c(c̄) production at lead-
ing order.

a tagged charm-quark jet) is measured in Ref. [2] (CDF),
while Ref. [3] (D0) introduces the ratio of charm jets to
all jets, which is expected to suffer less from both ex-
perimental and theoretical uncertainties. CMS has per-
formed a similar analysis [4] using the 2010 LHC data
set.

Also of interest is charm production in association with
Z bosons. The leading-order process is simply cg → Zc,
and so this process can be used to extract informa-
tion on the charm quark PDF. It is important to note
that for both W + c and Z + c production at hadron

colliders, the strange and charm quarks are probed at
much higher Q2 (∼ 104 GeV2) values than in the tra-
ditional determinations from deep inelastic scattering,
i.e. νs → µ−c(→ µ+) and ec → ec(→ µ+) where typ-
ically Q2 ∼ 100−2 GeV2). Taken together, the mea-
surements therefore also test DGLAP evolution for these
quark flavours.

In this letter we study W +c-jet production in the con-
text of the CMS analysis [4], analysing the different quark
contributions and comparing the predictions of various
widely-used PDF sets. We also study the corresponding
cross-section ratio for Z+ c-jet production, which should
be measurable with the 2011 LHC data set.

II. CMS MEASUREMENT OF σ(W+ c)

The two relevant cross-section ratios introduced by
CMS [4] are:

R±
c =

σ(W+ + c̄)

σ(W− + c)
and Rc =

σ(W + c)

σ(W + jet)
. (1)

The advantage of using ratios is that many of the the-
oretical and experimental uncertainties cancel. In par-
ticular, the ratios are fairly insensitive to higher-order
perturbative QCD corrections. Note that R±

c ≡ 1 at
the Tevatron. We calculate the cross sections at NLO
pQCD using MCFM [5], applying the CMS cuts [4] to
the final-state: pjT > 20 GeV, |ηj | < 2.1, plT > 25 GeV,
|ηl| < 2.1, R = 0.5, Rlj = 0.3. Five different NLO
PDF sets are used: CT10 [6], MSTW2008 [7], NNPDF2.1
[8], GJR08 [9] and ABKM09 [10], as implemented in
LHAPDF [11]. The renormalisation and factorisation
scales are set to MW , although the cross-section ratios
are rather insensitive to this choice. (We have also con-
sidered dynamical scales of the form Q2 = M2

W + p2TW ,
but the differences for the cross-section ratios are similar
in magnitude to the PDF uncertainties.)

The results are summarised in Table I where we also
include the ratio:

R± =
σ(W+ + jet)

σ(W− + jet)
. (2)
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The production of charm quark jets in association with electroweak gauge bosons at the LHC
can be used as a tool to constrain quark parton distribution functions (PDFs). Motivated by recent
measurements at the Tevatron and LHC, we calculate cross sections for W/Z + c, comparing these
to W/Z + jet, for various PDF sets. The cross-section differences can be understood in terms of
the different underlying PDFs, with the strange quark distribution being particularly important
for W + c production. We suggest measurements of appropriately defined ratios and comment on
how these measurements at the LHC can be used to extract information on the strange and charm
content of the proton at high Q2 scales.

I. INTRODUCTION

The production of charm quarks in association with
electroweak gauge bosons at hadron colliders can pro-
vide important information on strange and charm quark
PDFs, complementary to that obtained by tagging charm
quarks in the final state in deep inelastic scattering ex-
periments [1]. In particular, the Tevatron CDF and D0
experiments [2, 3] have measured the cross section for
charm quarks produced in association with W bosons,
using muon tagging of the charm-quark jet. However the
accuracy of these measurements is limited to ∼30% by
low statistics. The LHC is expected to provide a more
precise measurement, and indeed the CMS collaboration
has recently performed a similar study [4] of W± + c(c̄)
production, again using muons to tag the charm quark
jet in the final state.
At leading order (LO), the Feynman diagrams for

charm production in association with a W boson are
shown in Fig. 1. The dominant contribution comes from
strange quark – gluon scattering, as the corresponding
down-quark contribution is strongly Cabibbo suppressed.
The cross section for W+c production (where ‘c’ denotes
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W− W+s̄, d̄
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FIG. 1: Feynman diagrams for W±+ c(c̄) production at lead-
ing order.

a tagged charm-quark jet) is measured in Ref. [2] (CDF),
while Ref. [3] (D0) introduces the ratio of charm jets to
all jets, which is expected to suffer less from both ex-
perimental and theoretical uncertainties. CMS has per-
formed a similar analysis [4] using the 2010 LHC data
set.
Also of interest is charm production in association with

Z bosons. The leading-order process is simply cg → Zc,
and so this process can be used to extract informa-
tion on the charm quark PDF. It is important to note
that for both W + c and Z + c production at hadron

colliders, the strange and charm quarks are probed at
much higher Q2 (∼ 104 GeV2) values than in the tra-
ditional determinations from deep inelastic scattering,
i.e. νs → µ−c(→ µ+) and ec → ec(→ µ+) where typ-
ically Q2 ∼ 100−2 GeV2). Taken together, the mea-
surements therefore also test DGLAP evolution for these
quark flavours.

In this letter we study W +c-jet production in the con-
text of the CMS analysis [4], analysing the different quark
contributions and comparing the predictions of various
widely-used PDF sets. We also study the corresponding
cross-section ratio for Z+ c-jet production, which should
be measurable with the 2011 LHC data set.

II. CMS MEASUREMENT OF σ(W+ c)

The two relevant cross-section ratios introduced by
CMS [4] are:

R±
c =

σ(W+ + c̄)

σ(W− + c)
and Rc =

σ(W + c)

σ(W + jet)
. (1)

The advantage of using ratios is that many of the the-
oretical and experimental uncertainties cancel. In par-
ticular, the ratios are fairly insensitive to higher-order
perturbative QCD corrections. Note that R±

c ≡ 1 at
the Tevatron. We calculate the cross sections at NLO
pQCD using MCFM [5], applying the CMS cuts [4] to
the final-state: pjT > 20 GeV, |ηj | < 2.1, plT > 25 GeV,
|ηl| < 2.1, R = 0.5, Rlj = 0.3. Five different NLO
PDF sets are used: CT10 [6], MSTW2008 [7], NNPDF2.1
[8], GJR08 [9] and ABKM09 [10], as implemented in
LHAPDF [11]. The renormalisation and factorisation
scales are set to MW , although the cross-section ratios
are rather insensitive to this choice. (We have also con-
sidered dynamical scales of the form Q2 = M2

W + p2TW ,
but the differences for the cross-section ratios are similar
in magnitude to the PDF uncertainties.)

The results are summarised in Table I where we also
include the ratio:

R± =
σ(W+ + jet)

σ(W− + jet)
. (2)

Figure 24: Left: the LO diagrams for W+charm production in pp collisions. Center: the strangeness ratio RS =
(s + s̄)/(ū + d̄) at Q = mW comparing the results of the HERAfitter analysis from [395], based on the CMS W + c
measurements, with the corresponding results based on the NNPDF reweighting method. Right: the strangeness
ratio rS = 0.5(s + s̄)/d̄, comparing the ATLAS-epWZ12 fit (which included the ATLAS 2010 W, Z inclusive rapidity
distributions) with a new fit including the ATLAS W + D measurements [396]. See text for more details.

The results of Fig. 23 highlight that forward D meson production allows a precision determination of
the small-x gluon PDF, with implications from UHE neutrino astrophysics to future high-energy colliders
(see also the discussion of Sect. 9.3). Furthermore, from the technical point of view, the inclusion of these
data into the next generation of global PDF fits is facilitated by the availability of the aMCfast interface,
which allows fast grids for NLO calculations matched to parton showers to be generated, as required for
this process.

3.9. W production in association with charm quarks
The production of W bosons in association with D mesons is a direct probe of the strange PDF [393].

As shown in the left panel of Fig. 24, at leading order the W + charm process is proportional to the proton
strangeness, and therefore for a long time measurements of this process have been advocated [394] as a
way to provide direct information on the strange content of the proton. Moreover, by taking ratios or
asymmetries of the W+ + c̄ and W� + c di↵erential distributions, it is also possible to extract information on
the strangeness asymmetry s � s̄.

During Run I, the ATLAS, CMS, and LHCb collaborations have measured the production of W bosons
associated with D mesons using di↵erent final states [395–397]. In the CMS case [395], the experimentally
accessible W + D cross sections were unfolded to the corresponding W + c parton–level cross sections,
facilitating the comparisons with theoretical calculations. On the other hand, the ATLAS experiment has
presented their results [396] in terms of final–state quantities such as D mesons and c–tagged jets. While
the two types of measurements provide in principle comparable information, the interpretation of the latter
is somewhat more delicate since PDF fits are typically based on parton–level (as opposed to hadron–level)
calculations. However, this is no longer a fundamental limitation as using the aMCfast [63] interface it is
possible to use NLO+PS calculations directly into a PDF analysis, see Sect. 3.11.

In order to illustrate the impact of the LHC W + D measurements in the strange PDF, in the central
panel of Fig. 24 we show the strangeness ratio RS = (s+ s̄)/(ū+ d̄) at Q = mW , comparing the results of the
HERAfitter analysis from [395], based on the CMS W + c measurements added to the HERA–I inclusive
DIS data, with the corresponding results based on the NNPDF reweighting method. We can see that the
CMS W + c data indeed allows s(x,Q2) to be pinned down with good precision, and that the central value
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• W+ charm quark. More direct 
probe of proton strangeness. 
Data from ATLAS/CMS at both 
parton and hadron level.
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• To give a flavour, two other nice examples in the Drell-Yan family…



Where do we Stand?

• Gluon:

‣ Despite varying approaches, global fits ~ consistent (not true in past). 
Uncertainties            in some regions.

‣ Biggest difference at high    , with NNPDF3.1 lower - includes more 
LHC data (    , jets…). Expect updates from other groups soon.

x

tt

32

⇠ 2%

• Reasonable agreement for other PDFs. Not perfect - still work to do.

•     : ‣ More variation, in particular at high     (less constraints), more 
sensitive to methodological differences in this region.
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• Many years of HL-LHC running ahead:

‣ How precisely can we expect future data to 
constrain PDFs? Studies underway.

‣ New questions becoming important - EW 
corrections, theory uncertainties, resummation 
(low    limit)…

‣ NNLO the standard - new tools needed?

• Proposal to run at ~27 TeV 
following upgrade- `HE-LHC’. 
Again new questions from 
larger coverage in         .

HL-LHC & LIU 
Projects firmly established and key parts of CERN’s mid-term planning 
with recent successful cost and schedule review 

14-4-2015 Ray Veness / CERN 
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 Recent review summarising our current knowledge of the proton in the 
high precision LHC era. Please have a look if you would like to learn 
more:
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Thank you for listening!

❖ Drell-Yan has played key role in our understanding of proton 
structure, from early parton model to the high precision LHC era.

❖ Still a great deal more to learn from the LHC (and Drell-Yan) - 
stay tuned.

12 10 Results and discussion
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Figure 3: The DY differential cross section as measured in the combined dilepton channel and
as predicted by NNLO FEWZ 3.1 with CT10 PDF calculations, for the full phase space. The data
point abscissas are computed according to Eq. (6) in [60]. The c2 probability characterizing the
consistency of the predicted and measured cross sections is 91% with 41 degrees of freedom,
calculated with total uncertainties while taking into account the correlated errors in the two
channels.
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FIG. 2. do/dQ computed from Eq. (10) assuming
identical parton and antiparton momentum distributions
and with relative normalization.

where we have rewritten the invariant structure
functions in terms of momentum fraction x.
4vo, '/3Q2 is just the total cross section for ee
annihilation into (point) muon pairs in the relativ-
istic limit.
Equation (10) is the central result of this Let-

ter and is a formal expression of our earlier dis-
cussion. We conclude with several remarks
about general features of this result.
(1) The observed' rapid decrease of the inelas-

tic structure functions F,(x) = vW, as x —1 leads
in (2) and (10) to a prediction of a very rapid fall-
off in F(T) with increasing r = Q'/s. If we as-
sume that the parton and antiparton have identi-
cal momentum distributions in the proton and
this is common for all parton types X, we can
compute do/d Q' directly from measured F,(x),
finding a very rapid falloff in the cross section
as shown in Fig. 2, even though the model con-
sists of pointlike constituents. This is in quali-
tative accord with preliminary experimental find-
ings. However, a quantitative comparison with
data requires a more detailed discussion about
the kinematic cuts in momenta and angles of the
leptons involved in the experimental measure-
ments. This will be done in a forthcoming paper.
(2) The angular distribution of the vector q —=p+
+p, the total momentum of the muon pair, is
peaked along the incident nucleon's direction in
the lab system. This follows from the observa-
tion that q. P, = (x,P, +x,P,) P, =-,x,s is an invari-
ant and in terms of laboratory variables q Py

—=E,q'(I-cos8), with M,F, =——,s, so that 1-cos8
—O(1/q').
(3) The virtual photon will be predominantly

transversely polarized if it is formed by annihi-
lation of spin-& parton-antiparton pairs. This
means a distribution in the di-muon rest system
varying as (1+cos'8) rather than sin'8 as found
in Sakurai's" vector-dominance model, where 8
is the angle of the muon with respect to the time-
like photon momentum. The model used in Fig.
2 assumed identical parton-antiparton distribu-
tions and hence the spin-~ partons play the pre-
dominant role as in the scattering experiments. '
(4) The full range of processes of the type (1)

with incident@, P, m, K, y, etc., affords the in-
teresting possibility of comparing their parton
and antiparton structures. (In particular no rela-
tion between the parton and antiparton spectra
need be assumed, as we did in Fig. 2, for an ini-
tial pp state. ) Not only are the variations impor-
tant but so are the cross-section magnitudes as
measures of effective X's.
(5) The factoring in (7) is possible only because

"wee" parton exchanges are absent in our model
for processes with hard partons to which an im-
pulse approximation applies. This would not be
the case if our theoretical model were enlarged
to include a "wee*' region of prominence (per-
haps due to neutral vector exchanges). Presum-
ably such quanta are needed to generate Feyn-
man's spectrum' of "wee" or infrared quanta, dx/
x for explaining real hadron cross sections. "
Since the impulse condition does not apply in
these interactions we cannot compute purely had-
ronic processes by our techniques as in (6).
However we can ask what implications there will
be for our results for massive lepton-pair pro-
duction if such "wee" quanta are introduced and
modify (7) by initial-state interactions.
For example, suppose we include the "wee"

parton exchanges between the two systems A
and B before or after the parton-antiparton an-
nihilation takes place. Precisely because the
transferred momenta are "wee, " these interac-
tions can change the invariant mass of individ-
ual groups A and B in Fig. 1 only by a finite
amount and the fractions of their longitudinal mo-
menta by order of 1 GeV/0 s. These corrections
therefore do not affect our arguments leading to
(6) which in turn implies (2) and the general scal-
ing (9). Therefore although the invariant func-
tion F(T) will be modified from (9) by the "wee"
exchanges, the general scaling property will not
be affected. Based on this observation we would
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